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Abstract

The automatic clustering of textual data according to
their semantic concepts is a challenging, yet impor-
tant task. Choosing an appropriate method to apply
when clustering text depends on the nature of the
documents being analysed. For example, traditional
clustering algorithms can struggle to correctly model
collections of very short text due to their extremely
sparse nature. In recent times, much attention has
been directed to finding methods for adequately clus-
tering short text. Many popular approaches em-
ploy large, external document repositories, such as
Wikipedia or the Open Directory Project, to incor-
porate additional world knowledge into the clustering
process. However the sheer size of many of these ex-
ternal collections can make these techniques difficult
or time consuming to apply.

This paper also employs external document collec-
tions to aid short text clustering performance. The
external collections are referred to in this paper as
Background Knowledge. In contrast to most previous
literature a separate collection of Background Knowl-
edge is obtained for each short text dataset. However,
this Background Knowledge contains several orders
of magnitude fewer documents than commonly used
repositories like Wikipedia. A simple approach is de-
scribed where the Background Knowledge is used to
re-express short text in terms of a much richer feature
space. A discussion of how best to cluster documents
in this feature space is presented. A solution is pro-
posed, and an experimental evaluation is performed
that demonstrates significant improvement over clus-
tering based on standard metrics with several pub-
licly available datasets represented in the richer fea-
ture space.
keywords: Text Mining, Clustering, Short Text,
Background Knowledge

1 Introduction

The huge volume of information available through re-
sources such as the world wide web has driven much
interest in the clustering and automated analysis of
textual data. Most algorithms represent text using
a model derived from a bag-of-words. In the bag-of-
words model a single feature is created for each word
in the corpus and each document is assigned an at-
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tribute value for that feature corresponding to the
number of occurrences of that word the document.

A fundamental requirement for effective text clus-
tering algorithms is the ability to compare documents
according to their semantic content. However for such
tasks the use of a bag-of-words representation intro-
duces a number of problems. For realistic document
collections, vocabulary sizes in the tens or even hun-
dreds of thousands are not uncommon which can lead
to a feature space that is highly sparse. On top of
this, issues such as synonymy (different words used
to denote the same concept) and polysemy (a single
word that can denote multiple concepts) can further
degrade the ability of an algorithm to successfully
analyse a text collection. These issues are even more
pronounced when the text being analysed comprises
short strings (ie. documents containing perhaps only
a few words each).

A number of researchers have made use of external
knowledge repositories in an attempt to extract addi-
tional information and compensate for the sparsity of
the feature space. Previous literature has reported a
wide range of sources for gaining such external knowl-
edge including search engines such as Google (Sahami
& Heilman (2006)) as well as linguistic resources like
Wordnet (Hotho et al. (2003)).

Recent work in both the supervised and unsu-
pervised literature has explored obtaining external
knowledge from large static repositories of text like
Wikipedia (Gabrilovich & Markovitch (2007), Hu et
al. (2009)) and the Open Directory Project (Gupta &
Ratinov (2008)). These approaches have achieved sig-
nificant success, however they are not without draw-
back. Because of the very large size of the collections
these techniques can be quite time consuming to ap-
ply (Phan et al. (2008)). Additionally it has been
claimed that for a given text analysis task some con-
sistency between the topic structure of the external
knowledge repository and the text collection being
analysed (referred to from now on as the target col-
lection) is required in order for the external knowledge
to be effective (Phan et al. (2008)). While reposito-
ries such as Wikipedia have been shown to be effec-
tive for many tasks they are unlikely to be as effective
for highly technical or specific problem domains. For
such domains the collection of an appropriate, suit-
ably large corpus for use as an external knowledge
repository may not always be straightforward.

Some work within the supervised classification lit-
erature (Zelikovitz & Hirsh (2001), Zelikovitz & Hirsh
(2002), Weng & Poon (2006)) has explored using
much smaller external repositories of unlabelled text.
These smaller external collections are referred to as
Background Knowledge. Their work uses the Back-
ground Knowledge to map short text strings into an
alternative representation called the Bridging space.
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The Background Knowledge need not be drawn from
the same distribution as the short text documents,
and can differ significantly in length and structure.
Additionally, and in contrast to much of the super-
vised literature the size of the Background Knowl-
edge collection is very small, often only one or two
thousand documents in total. However the methods
proposed by Zelikovitz et al. for use of this Back-
ground Knowledge are specific to supervised classifi-
cation, and to the best of our knowledge no previous
application of such Background Knowledge to docu-
ment clustering exists.

The following is a brief summary of several inter-
esting contributions provided in this paper:

• Previous clustering literature has often used very
large collections such as Wikipedia and the ODP.
We demonstrate that small external document
collections can still substantially increase short
text clustering performance. Furthermore the
methods used to exploit these small collections
need not be particularly complex.

• To the best of our knowledge all previous appli-
cations of Background Knowledge and the Bridg-
ing space have focused on supervised classifica-
tion problems (Weng & Poon (2006), Zelikovitz
& Hirsh (2002)). We demonstrate the effective-
ness of the Bridging space for short text cluster-
ing tasks.

• A function is proposed for use clustering text rep-
resented in a Bridging space created using the
Background Knowledge. The cluster purity ob-
tained using the proposed function in this fea-
ture space is demonstrated experimentally to be
substantially better that obtained using several
standard similarity functions including the cosine
and euclidean distance.

2 Background Knowledge

We now present an explicit definition of Background
Knowledge as it is used in this work. An item of
Background Knowledge can be any text document
semantically relevant to the problem domain of the
target corpus. These text documents are unlabelled
and no requirement is made that the target and Back-
ground documents be drawn from the same distribu-
tion. Background documents may be substantially
greater in length than the short text in the target col-
lection. The only requirement is that the Background
documents be semantically related to the target do-
main.

This requirement means that identifying an appro-
priate source of Background Knowledge is a problem
specific task. For example given a target collection
of short text consisting of a set of technical paper ti-
tles we wished to compare according to sub-discipline,
the text documents used to create the Background
Knowledge could be abstracts or full text from sim-
ilar papers, excerpts from text books, or even text
from relevant mailing lists or forums.

The Background Knowledge collections used in
this work are also in general quite small (at most sev-
eral thousand documents - see section 5.1). This is
in contrast to many other algorithms involving static
text repositories where the number of external doc-
uments is frequently in the hundreds of thousands
or even millions (Gabrilovich & Markovitch (2006),
Phan et al. (2008)).

2.1 Motivation

Due to the highly sparse nature of short text, it can
be very difficult for algorithms to effectively model
the co-occurrence structure of a short text collection.
Within such a problem domain, it is highly likely that
many related words will exist that might never occur
together. For example the words ’computer’, ’laptop’,
’pc’ and ’notebook’ are all semantically related, how-
ever when dealing with short text corpora are unlikely
to appear together in a single document.

Each individual Background document in the cor-
pus of Background Knowledge is drawn from one or
more latent topics relevant to the clustering task at
hand, and the words they contain will be drawn from
these topics. Therefore, given a collection of larger
Background documents suitably drawn from latent
topics semantically related to the problem domain,
there is a good possibility that such a pair of re-
lated words from the short text will co-occur in the
larger documents (Zelikovitz (2002)). As a results
of this, additional information on the co-occurrence
structure of the problem domain can be obtained from
the Background Knowledge (Zelikovitz (2002)).

2.2 Bridging Space

In order to utilise the additional co-occurrence infor-
mation in the Background Knowledge we map the
target documents into a much richer space that will
facilitate better comparison between each target in-
stance. This alternate representation is referred to as
the ’Bridging Space’ (Weng & Poon (2006)). In or-
der to represent a short text in the Bridging space we
generate one feature for each document in the Back-
ground corpus, and assign to each feature an attribute
value equal to the result of the cosine similarity be-
tween the short text and the corresponding Back-
ground document. More explicitly, given a vector x
describing a target document, and a collection of N
items of Background Knowledge B = {b1, b2, . . . , bN}
expressed over an identical vocabulary, the target
document represented in the Bridging space is defined
as follows1:

x̂ = {x̂1, x̂2, . . . , x̂N}

x̂i =
x · bi

‖x‖ × ‖bi‖

Despite two short strings potentially having no
common terms, any semantic relationships between
them are far more likely to be apparent in the Bridg-
ing space. This is because related terms from the two
strings are likely to occur together somewhere in the
Background Knowledge, producing similar values for
the features corresponding to the Background doc-
uments in which they co-occur. It is unlikely how-
ever that each Background document will describe
only a single latent topic. As Background documents
almost certainly contain terms drawn from separate
(although likely still related) topics, the potential for
links based on terms drawn from separate topics may
introduce noise when comparing text using the Bridg-
ing space. In practice, this effect appears to be is miti-
gated by selecting a corpus of Background Knowledge
sufficiently relevant to the target domain, and by en-
suring it contains enough Background documents to

1In this work, comparisons between x and each bi are made
using the cosine similarity function. Although we do not do so,
other functions could of course be used.
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euclidean =
√

∑

|xi − yi|
2

cosine =
xT · y

‖x‖ × ‖y‖

extendedjaccard =
xT · y

‖x‖2 + ‖y‖2 − xT · y

Figure 1: Several common similarity and distance
functions for two vectors x and y

overcome the noise (the ideal number of Background
documents is likely to be specific to the domain at
hand, however further investigation is left for future
work).

The Bridging space has been used several times
previously within the literature on supervised learn-
ing (Zelikovitz & Hirsh (2001), Zelikovitz & Hirsh
(2002), Zelikovitz & Hirsh (2005), Chan et al. (2006),
Weng & Poon (2006)). The work presented in this
paper is novel however in that it describes the first ap-
plication of the Bridging space to unsupervised tasks
(several of the prior approaches could be adapted to
unsupervised learning but their use in such scenarios
is potentially sub-optimal. These methods are dis-
cussed in more detail in section 4). Additionally to
the best of our knowledge there has been no previ-
ous treatment of how documents represented in the
Bridging space should be compared. We provide such
an analysis in the following section.

Finally although it is the case for all Background
collections used in this work there is no reason to indi-
cate that Background Knowledge needs to be formed
from documents drawn from a single source. In fact
such Background Knowledge has previously been used
effectively in the supervised literature concerning the
Bridging space (Zelikovitz & Kogan (2006)) although
further examination of such Background Knowledge
for our purposes is left for future work.

3 Clustering in the Bridging Space

When clustering a collection of text, we typically try
to find a solution that maximises the intra-cluster
and minimises inter-cluster values of some measure
of relatedness between instances over the entire data.
Within the literature, a wide range of similarity and
distance functions have been employed for this pur-
pose with a variety of applications. Several widely
used functions are shown in Figure 1. It is well known
that certain functions produce better performance
with different types of data (Joydeep et al. (2000)).
This section presents a discussion of what properties
a good function for measuring how well two instances
belong in the same cluster should possess. We then
propose a clustering function that, when applied over
a clustering of short texts represented in the Bridg-
ing space will provide a good measure of the overall
quality of the solution.

Given a short text collection and associated cor-
pus of Background Knowledge, each Background doc-
ument can be said to describe some combination of
latent concepts from the problem domain. Each doc-
ument may describe multiple concepts and an individ-
ual latent concept may also appear in multiple Back-

ground documents. Representing a text document
in the Bridging space then describes that snippet in
terms of a set of similarities between the snippet and
groups of latent concepts.

While the bridging space used in this work is
similar in many ways to previous approaches such
as Explicit Semantic Analysis (ESA) (Gabrilovich &
Markovitch (2006), Gabrilovich & Markovitch (2007))
there are some differences due to the type of exter-
nal text corpora employed. For example, in their pa-
per on ESA, Gabrilovich & Markovitch (2007) use
Wikipedia articles to form the Background Knowl-
edge. They note that each article will describe a sin-
gle topic, each of which is ”Explicitly defined and de-
scribed by humans”, which is not the case for the
work described in this paper. Each Background doc-
ument we employ may reference several latent con-
cepts, which in turn may appear in one or more docu-
ments throughout the Background Knowledge corpus.
The requirements for an optimal clustering function
when using Background Knowledge may indeed be
different therefore to such previous work.

We start by stating the following desirable prop-
erty that a good clustering function for use in the
Bridging space should possess:

Proposition 1: The value produced by the function
for any pair of short texts should depend only
on features with non-zero similarity to both doc-
uments (ie. the short texts both share at least
one term with the corresponding Background doc-
ument).

As previously stated, each Background document
is understood to describe a combination of la-
tent semantic topics from the problem domain.
It is reasonable to assume that for a given cor-
pus of Background Knowledge some topics will
occur more frequently than others. If a given set
of topics is over represented in the Background
Knowledge then a comparison function that con-
siders features with zero similarity may adversely
effect comparisons between snippets unrelated to
those topics. In this way using such a compari-
son function helps compensate for topic bias in
the Background Knowledge.

Additionally, given that a single Background
document is unlikely to contain all terms rele-
vant to the topics it describes, a similarity func-
tion conforming to proposition 1 has the added
benefit of guarding against a short string being
erroneously adjudged as not related to a relevant
topic.

None of the standard comparison functions de-
scribed in Figure 1 conform to proposition 1. For
example when comparing two snippets the Euclidean
function (which is based on the difference between
attribute values) will treat Background documents
sharing no terms with the two snippets identically to
Background documents that share many with both.
This clearly violates the desired property that Back-
ground documents sharing no common terms with
either snippet be discarded. The cosine similarity
and extended jaccard coefficient also do not have this
property as can be seen from their equations in Figure
1; a Background document that shares terms in com-
mon with only one snippet will increase the length
of the vectors (and therefore the denominators) with
out increasing the dot-product (leaving the numera-
tor unchanged).

We now present a proposed function for use within
the Bridging space that contains the aforementioned
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desirable property. Let x and y denote two vectors de-
scribing strings represented in a Bridging space with
N features, and xi and yi reference the ith attribute of
the strings x and y respectively. We then compute the
vector corresponding to the the element wise product
of x and y:

EWP = {ewp1, ewp2, . . . , ewpN}, ewpi = 1 − xi · yi

(1)
Let π define an ordering on EWP such that:

ewpπ(i) ≤ ewpπ(j)∀i < j

For two documents x and y, the proposed cluster-
ing function is then defined as:

bridge(x, y) = 1 −
k

∏

i=1

ewpπ(i) (2)

In order to satisfy proposition 1 the proposed func-
tion operates on the product of individual attribute
values. Observe that the vector computed in (1) will
produce a value of 1 iff either x or y are 0 and a value
in the range [0,1) otherwise (assuming of course that
both x and y are in the range [0,1]). Note also that
the bridge function presented in (2) does not employ
an operator such as the sum, but instead uses the
product operator to combine the values. Because of
this, proposition 1 is upheld as the values of one in
EWP will not impact the computed score.

Note that the sum operator is not appropriate in
this case. For two document vectors, the sum of the
product of the attribute values is proportional to the
angle between the vectors. However in order to sat-
isfy property one we consider only the features for
which both x and y are non-zero. Because of this, in
practice the angle between the two vectors would be
very small and lead to much less variation in values
between different pairs of documents.

The proposed function also contains several other
desirable properties. The value k in equation (2) con-
trols the number of Background documents that are
taken into account in measuring similarity between
pieces of text. Recall that some topics can be ex-
pected to occur more frequently in the Background
Knowledge than others. If this imbalance is large
enough, it is possible that the results of comparisons
related to these topics could be unfairly inflated. Cap-
ping the number of Background documents in this
manner helps to introduce some tolerance for this
problem; only the top k links through the Background
Knowledge are considered which helps to alleviate
over-representation of topics in the corpus. In prac-
tice, the value used for k is identified as a parameter
of the algorithm.

The proposed function will also produce lower val-
ues for pairs of snippets that share terms with less
than k Background documents. Consider two snip-
pets x and y that have a cosine similarity of 0.2 to
10 Background documents. The function presented
in 2 will return a similarity value for these snippets
of 0.8926. However if x and y have a cosine similarity
of 0.2 to only 5 Background documents, the function
will return 0.6723. This property is desirable as hav-
ing a larger number of links through the Background
Knowledge provides confidence that two snippets are
in fact related and the result is not merely anomalous.

Choosing a good value for the parameter k involves
ensuring a reasonable number of Background docu-
ments will be considered while not unfairly penalis-
ing snippets related to rarer but still relevant topics
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Figure 2: Sample term document matrices for target
and Background document collections, along with the
target collection represented in the Bridging space

in the Background Knowledge. In this work we use a
k value 10 for all experiments. We note however that
the optimal value will likely depend on the target col-
lection and Background Knowledge, although a more
detailed evaluation is left for later work.

By maximising the total combined values of (2) be-
tween elements in each cluster, we expect to generate
clusters with a high likelihood of describing similar
sets of latent topics from the Background Knowledge.
However, when considered purely as a direct measure
of similarity between pairs of short texts, (2) appears
to possess some interesting properties. When used as
a measure of distance, (2) is non-metric as it does not
obey the triangle inequality, nor is the distance be-
tween an element and itself guaranteed to be 0. To
prove these claims, consider figure 2 which shows the
attribute values for three short text snippets as well
as a Background Knowledge corpus with three doc-
uments. Figure 3 shows the EWP vectors for each
pair of documents along with a distance matrix cor-
responding to 1 minus the values of 2 for each pair of
documents using a k value of 1.

Theorem 1. When treated as a measure of distance,
the proposed function does not obey the triangle in-
equality.

Proof. The value produced by the proposed function
between documents d1 and d2 is 0.9444. This value is
greater than the sum of values between documents d1
and d3 and documents d2 and d3 (0.3505 + 0.5670 =
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EWP =















b1 b2 b3
d1, d1 0.25 1 0.9444
d1, d2 1 1 0.9444
d1, d3 0.3505 1 0.9519
d2, d2 1 0.25 0.9444
d2, d3 1 0.5670 0.9519
d3, d3 0.375 0.75 0.9583















OneMinusBridge =







d1 d2 d3
d1 0.25 0.9444 0.3505
d2 0.9444 0.25 0.5670
d3 0.3505 0.5670 0.375







Figure 3: EWP vectors and similarity matrix for Fig-
ure 2

0.9175 < 0.9444), and thus the proposed distance
function does not obey the triangle inequality.

The notion of semantic similarity has long been
known to not follow the triangle inequality (Tver-
sky (1977)). We can observe this by considering
the similarity between the terms Trees, Flowers,
and Chocolates. It can be seen that the word pairs
(Trees, F lowers) and (Flowers, Chocolates) have a
high similarity (they describe plants and gifts re-
spectively), however this is not the case for the pair
(Trees, Chocolates). That the proposed function
does not obey the triangle inequality is therefore not
a problem.

Theorem 2. The distance between an element and
itself is not always 0. Furthermore it may not be min-
imal.

Proof. From the matrix in 3, the values between doc-
uments d1, d2 and d3 and themselves are respectively
0.25, 0.25 and 0.375. It can therefore be seen that
when using the proposed function as a measure of
distance, the distance from an element to itself will
not necessarily be 0. That the distance between an
element and itself can be greater than it is to an-
other element can be demonstrated by observing that
bridge(d1, d3) = 0.3505 < 0.375 = bridge(d3, d3).

Recall that each Background document describes
a number of latent topics from the problem domain,
and that when represented in the bridging space an
individual attribute can be considered to describe the
similarity between a short text string and the topics
described in a piece of background knowledge. It fol-
lows then that when applied to two short text snip-
pets, the function described in (2) can be regarded
as a combination of the similarities between the two
snippets and the set of latent topics described in k
pieces of background knowledge. In other words,
rather than producing a value that directly compares
the two snippets, the function will produce a value
comparing their similarity to some set of latent top-
ics.

Consider the example from Figure 2 discussed
above in Theorem 2. All three terms in d1 are present
in the background document b1, which implies that it
is very likely d1 is related to the latent topics de-
scribed in b1. The short string d3 also shares three
terms with b1, however d3 also contains an additional
term not contained in b1. This could be considered to
reduce the likelihood that d3 is related to the latent
topics described in b1. The additional term means
that the similarity between d3 and b1 will be less that

that of d1 and b1. This leads to the function in (2)
indicating d1 and d3 have a greater similarity to a
common set of topics in the Background Knowledge
than it does with d3 and d3.

Although these properties imply that the cluster-
ing function proposed in (2) is less than ideal for di-
rectly comparing individual pairs of short strings, it is
still reasonable to produce a clustering based on opti-
mising (2) over a collection of documents. Although
local discrepancies may exist, such a clustering would
still tend to group documents related to similar latent
topics. Providing the Background Knowledge ade-
quately describes an appropriate set of latent topics,
the effect of any local inconsistencies should be out-
weighed. In the following sections we demonstrate
the effectiveness of clustering using (2) in the Bridg-
ing space compared to optimising clusters based on
other functions.

The proposed function in 2 bears some similarity
to the supervised Bridging algorithm (Zelikovitz &
Hirsh (2002)) (see section 4 for further detail). Again
however, the supervised Bridging algorithm relies on
the presence of labelled training data to function, and
as opposed to comparing text directly it instead mea-
sures similarity between text and each class label in
the data set.

4 Related Work

Clustering short text based on semantic similarity is a
problem that has seen much interest in recent times.
A wide range of approaches have been proposed to
compensate for the difficult nature of the task which
in turn can be broadly divided into two categories;
internal and external.

Internal analysis techniques are those that at-
tempt to discover the semantic relationships between
individual terms through statistical analysis of the
target document collection. They consider no ad-
ditional knowledge repositories. This class of ap-
proach includes techniques like Latent Semantic In-
dexing (LSI)(Deerwester et al. (1990)), Probabilistic
Latent Semantic Analysis (pLSA) (Hofmann (1999)),
and Latent Dirichlet Allocation (Blei et al. (2003)).
While these approaches have proved successful in
many cases, their effective application can be diffi-
cult where the target collection is extremely sparse or
there are insufficient instances to adequately model
the problem domain. For brevity’s sake we do not
discuss them further here and the interested reader is
directed to the appropriate literature.

The second class of solution for measuring seman-
tic similarity between pairs of short text involves the
application of additional data not available in the
original dataset (hence we refer to such approaches
as external).

A popular approach within the literature has been
the application of lexical resources such as WordNet
(Miller (1995)) to aid in the comparison of textual
data. Wordnet provides a manually annotated lexi-
cal database of the English language, and was orig-
inally created by G. Miller at Princeton university.
By taking advantage of the semantic relationships
expressed between terms in Wordnet, several meth-
ods have been proposed for compensating issues of
semantic ambiguity when comparing text (Hotho et
al. (2003), Jing et al. (2006), Li et al. (2008)). One
drawback to these methods is that the creation and
maintenance of such resources can be very expensive,
and obtaining a suitable resource may be difficult for
some domains.

Several previous works (ie. Sahami & Heilman

Proceedings of the 9-th Australasian Data Mining Conference (AusDM'11), Ballarat, Australia

83



Table 1: Summary of the datasets used.
Dataset # Docs Avg. Doc. Length # Classes # BG Docs. Avg. BG. Doc. Length
2CNews 1033 6.02 2 1165 56.92
2CPhys 953 5.82 2 1531 74.46
3CPhys 1066 5.80 3 1702 72.69
7CNetv 1723 2.53 7 1160 103.31

(2006), Yih & Meek (2007), and Bollegala et al.
(2007)) propose methods to employ the results of
Google searches on short text strings to measure their
similarity. While such algorithms have proven effec-
tive for suitably short text, they are inappropriate
for application to longer documents. This is due to
the algorithms’ use of the target short text snippet as
Google queries. Our approach has no such limitation.

Some researchers (ie. Gabrilovich & Markovitch
(2007), Banerjee et al. (2007), Hu et al. (2008), Hu
et al. (2009), and Phan et al. (2008)) have made use
of large static repositories of text such as Wikipedia
and the Open Directory Project (ODP). One issue
with such methods however is that the sheer number
of documents in these collections (often hundreds of
thousands or even millions) can lead to serious issues
with regards to the processing time required (Phan
et al. (2008)). As well as this many of the more gen-
eral sources like Wikipedia are unlikely to be optimal
for highly technical domains, and finding a suitably
large corpus for such problems is not straightforward.
This class of approach shares some similarities with
the one presented in this paper as both employ static
text collections to obtain additional domain knowl-
edge, although ours differs in that that the collections
used are of a much smaller size.

Within the clustering literature work exists where
additional domain knowledge is added through plac-
ing constraints on the output of the algorithm. For
example, in the paper by Wagstaff et al. (2001) an ex-
pert user is employed to annotate part of the target
dataset with must-link and cannot-link constraints,
and an extension to the k-means algorithm is provided
to utilise this information and significantly improve
the resultant clustering. These approaches differ from
the other external methods presented above in that
they do not address the problem of measuring simi-
larity between individual instances, rather they mod-
ify the algorithm applied to analyse a given dataset.
Such methods suffer from the fact that the manual
annotation by an expert user required for their appli-
cation is not always feasible, even if such an expert
user exists.

The Bridging space used in this work has been
seen previously in the supervised text classification
literature. The Bridging space was first used implic-
itly in the work of Zelikovitz & Hirsh (2001) in their
nearest neighbour Bridging approach. Given a set
(ti, li) ∈ Tr of N labelled training documents, a set
bj ∈ Bg of M Background documents, a query string
q, a similarity function sim and an integer value k the
nearest neighbour Bridging algorithm works by first
computing the length N × M vector of 2-tuples:

{(1 − sim(ti, q) × sim(bi, q), li)}

The tuples are then ordered increasing according
to their first value, and all but the first k are dis-
carded. Each class is then assigned a score equal to
one minus the product of the first value for all remain-
ing tuples with that class label. The query is finally
assigned the label corresponding to the largest such

value2.
The supervised Bridging algorithm (Zelikovitz &

Hirsh (2002)) is in some respects very similar to the
approach proposed in this work. The Bridging algo-
rithm however is only suitable for supervised tasks,
as it at no time computes a single similarity value
between individual text strings (rather it computes
similarities between instances and classes).

The Bridging space has also been used in the liter-
ature on classifying imbalanced data (Weng & Poon
(2006)). Documents are expressed in the Bridging
space defined by the Background Knowledge before
standard classification algorithms (in their case a sup-
port vector machine) are applied. The work described
in by Weng et al. differs from ours in that we propose
a method for comparing documents in the Bridging
space as an alternative to standard algorithms.

The Bridging space has also been used previ-
ously (although it is not referred to as such) in
Explicit Semantic Analysis (ESA) (Gabrilovich &
Markovitch (2007)) using Wikipedia articles as Back-
ground Knowledge. Our work differs in that, like
Weng & Poon (2006), the approach in Gabrilovich &
Markovitch (2007) compares snippets in the Bridging
space using standard similarity metrics. Addition-
ally ESA employs a very large, general repository of
Background Knowledge (Wikipedia), while our work
employs much smaller, targeted document collections.

Further interesting work using the Bridging space
has been performed in Chan et al. (2006) by modi-
fying the Bridging algorithm of Zelikovitz et al. for
use with Background Knowledge of the same size and
form as the target text snippets (eg. Semi-supervised
learning). In their work the authors note a slight
deterioration in the performance of the Bridging al-
gorithm when used with Background Knowledge of
this type which can be attributed to the decreased
generality of the Background documents and the as-
sociated domain knowledge they provide. The au-
thors show however that this effect can be offset by
employing the Bridging algorithm in conjunction with
semi-supervised techniques such as co-training (Blum
& Mitchell (1998)) and assigning labels to a portion
of the Background Knowledge.

Finally we note one prior use of this type of Back-
ground Knowledge that could be applicable to clus-
tering tasks, however our method improves upon this
in several ways. Zelikovitz & Hirsh (2001) uses Latent
Semantic Analysis on the combined target and Back-
ground Knowledge collections, and observe a substan-
tial increase in classification performance on the tar-
get documents. This method assumes that both the
target and Background collections are drawn from
very similar distributions. In fact for supervised prob-
lems it has been shown that this method is often out-
performed by the nearest neighbour Bridging algo-
rithm for Background Knowledge of a significantly
different structure to the target collection (Zelikovitz
(2002)). The method proposed in this paper requires

2Due to space constraints a more complete description of the
supervised nearest neighbour Bridging algorithm is not included.
The interested reader is directed to the literature (Zelikovitz &
Hirsh (2002))
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Figure 4: Cluster purity (y-axis) versus number of clusters (x-axis) using the cosine, extended jaccard and
euclidean similarity functions in a Bag-of-words space. Graphs are ordered from top to bottom, left to right
and present results for the 7CNetv, 2CNews, 2CPhys and 3CPhys datasets respectively.

no such assumption on the Background Knowledge.

5 Experimental Evaluation

In order to evaluate both the Bridging space and the
proposed function in terms of their ability to measure
similarity between snippets of text, we compare the
performance of a number of unsupervised text cate-
gorisation tasks both with and without the proposed
method. In order to minimise the risk that a neg-
ative result is due to a poor choice of Background
Knowledge, we perform the evaluation using short
text collections for which there is an existing set of
Background documents available from the supervised
applications of the Bridging space.

The remainder of this section is divided into three
parts; a presentation of the datasets employed in our
evaluation, a description of the algorithms used to
produce the clusters, both in the standard bag-of-
words and the Bridging space, and a discussion of
the results obtained using our approach.

5.1 Datasets

We now provide a description of each dataset used
in this paper. A summary is provided in Table 1.
All datasets employed were originally used with Back-
ground Knowledge by Zekikovitz et al. (see Zelikovitz
(2002)) and are freely available for download3.

5.1.1 2CNews

The first dataset used is the 2CNews collection, which
comprises 1033 news article headings originally pub-

3http://www.cs.csi.cuny.edu/˜zelikovi/data.htm

lished on the ClariNet news site. Each article is la-
belled as relating to either Business or Sports. The
Background Knowledge used is a collection of 1165
partial excerpts from related ClariNet articles that
were not included in the test collection.

5.1.2 2CPhys

The second dataset used is a collection of physics tech-
nical papers titles. The 2CPhys dataset has a total of
953 titles which are labelled as being related to either
astrophysics or condensed matter physics. The Back-
ground Knowledge used is 1531 abstracts from other
related technical papers.

The 2CPhys dataset provides a more technical
problem domain in which to evaluate our proposed
approach. The difference in distributions over the
classes in 2CPhys is likely to be much more subtle
that that for the Business and Sports classes in the
2CNews collection. We expect that this should pro-
vide a challenging and interesting task on which to
perform our evaluation.

5.1.3 3CPhys

The third dataset used is very similar to 2CPhys in
that is is also a collection of titles from physics techni-
cal papers. 3CPhys differs however in that it contains
1066 titles, and there are three possible classes (as-
trophysics, condensed matter physics, and quantum
cosmology). The Background Knowledge used with
these documents is 1702 abstracts from other related
technical papers.
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Figure 5: Cluster purity (y-axis) versus number of clusters (x-axis) for the cosine and Bridging functions in
the Bridging space. A baseline computed using the cosine similarity in a Bag-of-Words space is also shown.
Graphs are ordered from top to bottom, left to right and present results for the 7CNetv, 2CNews, 2CPhys and
3CPhys datasets respectively.

5.1.4 7CNetv

The fourth dataset we use is 7CNetv, web page head-
ings collected from the NetVet website 4. Each
heading is labelled as relating to one of 7 classes;
dogs, cats, cows, horses, rodents, primates, and birds.
Background Knowledge is created using part of the
text from other pages in the NetVet domain. In total
there are 1723 test documents and 1160 Background
documents. Unlike 2CNews, 2CPhys and 3CPhys the
greater number of classes in 7CNetv presents a more
complex learning challenge. 7CNetv is also interest-
ing in that the number of Background documents is
significantly less than the number of headings.

5.2 Methodology

Document clustering is performed using the freely
available CLUTO clustering toolkit (Karypis (2006)).
CLUTO is specially designed for use with high di-
mensional data, and has been used a number of times
throughout the text clustering literature (Banerjee et
al. (2007), Doucet & Lehtonen (2007), Wang et al.
(2008)).

Datasets are input to CLUTO as a matrix of simi-
larity values. In order to construct a similarity matrix
for distance functions such as the euclidean distance,
we use a value inversely proportional to the equation
described in Figure 1, then scale the matrix over the
range [0,1]. An objective function f is then selected,
along with an algorithm which then attempts to pro-
duce the clustering that optimises f over the dataset.

All experiments in this paper were performed us-
ing CLUTO’s direct clustering algorithm with 10 trial
runs. We employed the default objective function

4http://netvet.wustl.edu

which is based on maximising the intra-cluster simi-
larities between instances. All other parameters are
left as default settings.

We evaluate the quality of the clustering using the
cluster purity evaluation metric (Li et al. (2008), Hu
et al. (2008)). All results are averaged over 20 runs
and are reported with their 95% confidence interval.

We do not explicitly evaluate any stopping criteria
to determine an ideal number of clusters. Instead,
for each experiment we vary the number of clusters
produced by CLUTO from 2 to 20 (using a step size
of 2) and report the purity values over this range of
cluster numbers.

The first experiment described in this paper aims
to demonstrate that small Background Knowledge
collections can be used to significantly increase clus-
tering performance. To the best of our knowledge
there have been no previous uses of the datasets de-
scribed in section 5.1 in the clustering literature. We
evaluate the hypothesis by comparing the clustering
obtained using the Background Knowledge against a
baseline clustering using standard similarity measures
in a bag-of-words feature space. Figure 4 shows the
purity values obtained using CLUTO with a range of
similarity functions and number of output clusters.
We observe that the cosine similarity function per-
forms as well or better than all other measures tested
with this data. As such we use the cosine similarity
function to compute the baseline.

5.3 Results

Figure 5 shows the cluster purity for clustering us-
ing the cosine similarity function in both the Bag-of-
Words and Bridging spaces for each of the 2CNews,
2CPhys, 3CPhys and 7CNetv datasets. For 2CNews,
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Figure 6: Cluster purity (y-axis) versus number of clusters (x-axis) using the euclidean, extended jaccard,
cosine and bridging functions in a Bridging space. Graphs are ordered from top to bottom, left to right and
present results for the 7CNetv, 2CNews, 2CPhys and 3CPhys datasets respectively.

7CNetv, and 2CPhys a substantial increase in purity
values is observed for all numbers of clusters obtained
when using the Background Knowledge to map the
target collections into the Bridging space. The purity
for the 3CPhys dataset in the Bridging space is also
substantially higher than that of the Bag-of-Words
representation space for all numbers of clusters tested,
with the exception of 2 and 4. We believe this presents
a strong case that using Background Knowledge to
reexpress text in the Bridging space can improve the
ability of clustering algorithms to measure similarity
between short text documents.

We note that when clustering the 2CNews,
2CPhys and 3CPhys in the Bridging space measured
purity values are relatively consistent as the number
of clusters is varied. However with 7CNetv a very
sharp increase in purity is observed as the number
of clusters is increased from 2 to 6. We hypothesise
that this is due to the number of hidden classes in
7CNetv being larger than the number of clusters pro-
duced. For example when generating 4 clusters for the
7CNetv dataset, all documents from at least 3 hidden
classes will be counted as being incorrectly clustered.

Figure 6 compares the measured purity values ob-
tained using the proposed clustering function to that
of the cosine, euclidean, and jaccard functions (see
figure 1) when clustering documents in the Bridging
space. For all datasets and number of clusters eval-
uated, we note that the proposed clustering function
substantially outperforms all other functions tested.
This demonstrates the effectiveness of the proposed
function when clustering documents that have been
represented in the Bridging space.

We note that when clustering using the proposed
function in the Bridging space, the measured purity
values for all datasets are consistently greater than
those for the best baseline (see figure 5). This pro-

vides a strong case for the use of the proposed func-
tion on data represented in the Bridging space.

We note the relatively poor performance of clus-
tering using the euclidean distance compared to the
cosine, jaccard, and proposed Bridging functions. As
the euclidean distance is based on the difference of in-
dividual attribute values, euclidean distance will not
distinguish between features with identical, high val-
ues for each vector (ie. from Background documents
that share terms with both short text strings), and
features for which both vectors are zero (ie. Back-
ground documents that share no terms with either
snippet). This behaviour is not shared by the other
comparison functions tested in this work, which are
based on the product of attribute values and therefore
ignore features for which both vectors are zero. Recall
also that as the cosine and extended jaccard features
are sensitive to the length of the vectors that they
will be effected by the features for which only one of
the vectors is non-zero. The relative performances of
the cosine, euclidean, jaccard, and Bridging functions
supports proposition 1 given in section 3; namely that
Background documents sharing no terms with one or
both of the short text strings should not influence the
result of the function.

6 Conclusions

In this paper we have presented a method for leverag-
ing relatively small, unlabelled collections of semanti-
cally relevant documents to improve the clustering of
short text data. We refer to this unlabelled, relevant
text as Background Knowledge. A summary of the
novelty and major contributions of this paper is as
follows:

• We demonstrate a simple method for using Back-
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ground Knowledge to construct an alternative
representation for short text called the Bridging
space. We show that using Background Knowl-
edge with this method significantly increases
cluster purity. While the Bridging space has been
used before in supervised document categorisa-
tion, to the best of our knowledge this is the first
such use for unsupervised clustering.

• Unlike much of the previous literature concerning
external document collections, the Background
Knowledge corpora we employ are small and con-
tain only a few thousand documents each. The
use of simple methods to exploit small Back-
ground Knowledge collections is novel. The re-
duction in the size of the external collections
is likely to provide significant practical benefits
with regards to obtaining and use of the external
corpora.

• We propose a clustering function for use on
short text documents represented in the Bridg-
ing space. Experimental results have shown this
method to be very effective, outperforming stan-
dard distance and similarity measures by a sub-
stantial margin on four separate document col-
lections.

A number of directions for future work exist. Pos-
sible extensions to the work described in this paper
include:

• The value of k used in equation (2) was 10 for
all experiments reported in this paper. While we
have achieved good results with this value setting
a more formal evaluation of the ideal value would
be of interest.

• Exactly what makes an effective corpus of Back-
ground Knowledge is dependent on the specific
clustering task at hand. For a given text clus-
tering problem, finding an appropriate set of
Background Knowledge is by no means a triv-
ial task. While there has been research in the
supervised literature on automatically obtaining
Background Knowledge for a given dataset (Ze-
likovitz & Kogan (2006)), the methods described
are specific to supervised learning. Exploring
methods for obtaining Background Knowledge
for use with unsupervised tasks would be useful.

• The application of Background Knowledge along
with the proposed similarity function has been
shown to significantly increase the purity when
clustering short text documents. An explicit
comparison of small and large external document
corpora was however not performed. A compar-
ison of small collections of Background Knowl-
edge with alternative sources of external knowl-
edge such as Wikipedia would be interesting.
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