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Abstract 

Existing HTML mark-up is used only to indicate the 

structure and lay-out of documents, but not the document 

semantics. As a result web documents are difficult to be 

semantically processed, retrieved and explored by 

computer applications. Existing information extraction 

system mainly concerns with extracting important 

keywords or key phrases that represent the content of the 

documents. The semantic aspects of such keywords have 

not been explored extensively. In this paper we propose 

an approach meant to assist in extracting and modeling 

the semantic information content of web documents using 

natural language analysis technique and a domain specific 

ontology. Together with the user’s participation, the tool 

gradually extracts and constructs the semantic document 

model which is represented as XML. The semantic 

models representing each document are then being 

integrated to form a global semantic model. Such a model 

provides users with a global knowledge model of some 

domains. 

Keywords: ontology, information retrieval, semantic 

document retrieval, semantic information extraction. 

1   Introduction 

Accessing and extracting semantic information from web 

documents is beneficial to both humans and machines. 

Humans can browse and retrieve documents in a 

semantically manner whereas machine can easily process 

such structured representations. Furthermore integrating 

extracted information from multiple documents can 

provide users with a global knowledge model of some 

domains.  Due to the structure of human knowledge, the 

tasks of extracting semantic information in web 

documents, however, proved to be difficult. The vision of 

Semantic Web (Berners-Lee et al, 2001) offers the 

possibility of providing the meanings or semantics of web 

documents in a machine readable manner. However, the 

vast majority of 1.5 billion web documents are still in 

human readable format, and it is expected that this form 

of representation will still be the choice among content 

creators and developers due to its simplicity. Due to this 

phenomenon and the desire to make the Semantic Web 

vision a reality, two approaches have been proposed (van 

Harmelen & Fensel, 1999): either furnish information 

sources with annotations that provide their semantics in a 

machine accessible manner or write programs that extract 

such semantics of Web sources.  

   This research falls into the latter category, whereby 

the intention is to develop a semi-automated tool meant to 

assist in extracting and modeling the semantic 

information content of web documents using the natural 

language analysis (NLA) technique and a domain specific 

ontology. In this approach a set of candidate concepts 

(key phrases or keywords) is automatically extracted 

from web documents using heuristic rules. Sentences 

which relate with these concepts are then analyzed and 

compared with the domain ontology to construct the 

semantic information content. This process might be 

performed with the user’s participation depending on the 

domain ontology. Each semantic domain model of a 

domain is then integrated together to form the global 

semantic document model. The approach discussed here 

might be very much similar to another of our work on 

semantic document retrieval (Noah et al, 2005). 

However, the focus of this paper is more on the extraction 

aspect to represent the semantic information of a web 

document. 

This paper is organized into the following sections. 

The next section provides the background and related 

research. Section 3 explains the approach employed in 

extracting and modeling of the semantic information 

content of web documents. Section 4 and 5 respectively 

present the testing results and the conclusion that can 

drawn from our work. 

2   Background and Related Research 

The aim of information extraction (IE) is to collect the 

information from large volumes of unrestricted text. IE 

isolates relevant text fragments, extracts relevant 

information from the fragments, and pieces together the 

targeted information in a coherent framework (Cowie & 

Lehnert, 1996). IE problems have been popularly deal 

with NLA techniques. However, a few research have 
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considered using domain ontology (Uren et al., 2006; 

Villa et al., 2003). We provide some background 

knowledge of NLA and ontology; and then proceed with 

some related works. 

2.1 NLA and the Semantic Web 

NLA is the study of understanding human natural 

language such that it can be understood and correctly 

processed by machines. Within the vision of Semantic 

Web, although, NLA contributions are not directly 

explicated (Berners-Lee et al., 2006), the technology can 

do play an important in this very slow but progressing 

semantic technology. NLA for instance can automatically 

create annotations from unstructured text that provides 

data which semantic web applications require (Pell, 

2007). Research has also been done on providing an NLA 

type of interface for describing a semantic content which 

is then translated into one of the Semantic Web enabling 

technology i.e. Resource Description Framework (RDF) 

and Web Ontology Language (OWL) (Schwitter, 2005). 

Another potential application of NLA to Semantic Web is 

in terms of annotation. Interestingly there are two very 

different types of annotation process involving NLA, one 

is annotating natural language document such HTML 

documents with a pre-specified domain ontology 

(Vargas-Vera et al., 2002) and the other is annotating 

document (can be natural language documents or 

semantic web documents) with natural language (Katz & 

Lin, 2002). The work by Vergas-Vera et al. (2002) 

involves pre-processing of HTML documents and semi-

automatically annotate the identified concepts with 

domain ontology. They developed a tool called MnM. 

The work by Katz and Lin (2002) on the other hand allow 

users to augment RDF schema with natural language 

annotations to in order to make RDF more friendly to 

human instead of machine alone. The work reported in 

this paper falls into the earlier approach. 

2.2 Ontology 

Ontologies are widely used in knowledge engineering, 

artificial intelligence; as well as applications related to 

knowledge management, information retrieval and the 

semantic web. Among the first definition of ontology was 

provided by Neches et al. (1991); which said that “an 

ontology defines the basic terms and relations comprising 

the vocabulary of a topic areas as well as the rules for 

combining terms and relations to define extensions of the 

vocabulary”. However,  the most quoted definition of 

ontology is based from Gruber (1993); which defined it 

as “an explicit specification of a conceptualization”.  

Although, there has been no universal consensus for the 

definition of ontology; the aim of ontology is very clear 

as put forward by Gomez-Perez et al. (2004) that is “to 

capture consensual knowledge in a generic way, and that 

they may be reused and shared across software 

applications and by groups of people”.  

  Ontology is considered as the backbone for the 

Semantic Web and received great attentions from 

researchers working in this area. Ontology has also been 

gradually seen as an alternative to enhance information 

retrieval task. However, the majority of efforts in 

information retrieval are limited to query expansion and 

relevance feedback by exploiting the so-called linguistic 

ontology such as the WordNet (Miller, 1995). In this 

paper, we extend the use of ontology into a mediator for 

mapping concepts extracted from documents and to 

establish the semantic relationships among the concepts. 

2.3 Related Work 

We briefly discuss three research works which are very 

related to ours, which are the work by Embley et al. 

Embley (2004) and Embley et al. (1999);  Brasethvik and 

Gulla (2001, 2002) and Alani et al. (2003).  

The work by Embley (2004) use object relationship 

model, data frames and lexicon (which forms an 

ontology) to assist in data extraction from web 

documents. Brasethvik and Gulla (2001, 2002) employ 

NLA technique and a conceptual model to support the 

task of document classification and retrieval. In this case, 

the conceptual model is constructed by a committee from 

a set of sample documents by identifying the concepts 

and relationships. This model is then used for 

classification and retrieval. Alani et al. (2002) on the 

other hand develop Artequakt which is an information 

extraction system for extracting information about artist 

and artifacts using a domain ontology. 

Our work is towards the development of a framework 

for extracting and modeling the semantic information 

content of web documents. Our work differs from those 

of Embly which mainly concerns on extracting ‘data’ that 

can be queried similar to SQL-like statement. Our work 

also differs to the work of Alani et al. (2003) which 

basically concerns with semantic annotation of web 

documents. Our work, however, share some similar 

‘motivation’ with the work Brasethvik and Gulla (2001, 

2002). The difference is that instead of using a conceptual 

model, we used existing domain ontology and allow 

interactive user-tool refinement in constructing the 

semantic model. 

3 The Approach 
Our approach to semantic information extraction of web 

documents involves constructing a semantic document 

model representing each processed documents. To 

support this process, the approach employs the natural 

language analysis (NLA) technique and a set of domain 

specific ontology.  Both are used to perform the task of 

textual analysis which results not only in the 

identification of important concepts represented by the 

documents but also the relationships between these 

concepts. This approach, therefore, follows the general 

approach to building semantic index as illustrated by 

Desmontils and Jacquin (2001).  

Figure 1 illustrates the overall process involved in 

constructing the semantic document model. As compared 

to the Brasethvik and Gulla (2001, 2002) approach which 

relies on the conceptual model previously constructed by 

a selective of personnel, our approach utilise existing 

ontology of the chosen domain, i.e. the medical domain. 

A detail discussion of the process therefore follows. 
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Figure 1. The construction of semantic document 

model 

 

 

3.1 Document Pre-processing and Analysis 

Every HTML documents sent for processing will firstly 

be decoded to generate ASCII document files type that 

are free from any HTML tags. The documents’ content 

extracted from this process are the document’s metadata 

such as the document’s title, URL, description and 

keywords. The textual content of the documents is also 

extracted.  

   These documents will then undergo a word analysis 

process which involved document’s filtering and words 

frequency calculation. In document’s filtering, all stop 

words will be eliminated and selected concepts will be 

stemmed to their root words. These concepts or words 

will be sorted according to the frequency of appearance 

within the document. The sentence analysis and 

recognition on the other hand will divide the documents 

into paragraphs, which are in turn broken down into 

sentences and stored in the document sentences 

repository. A set of concepts with high frequency 

previously obtained from the word analysis process will 

be matched with the sentences stored in the repository in 

order to select the candidate sentences to be used in the 

next NLA process. According to Luhn (1958), extracted 

words with high frequency can represent document’s 

content. The selection of sentences that contains high 

frequency concepts is entirely based on the heuristic 

which suggest that such sentences are best describe the 

content of documents. This heuristic also removes the 

needs to analyse all possible sentences found in the 

document which can jeopardize the processing 

performance of the system.   

   An example of a document pre-processing and analysis 

process is as illustrated in Figure 2. As can be seen, the 

results of this process is a list of potential candidate 

concepts (for building the semantic document model) 

sorted according to the number of occurrences – as well 

as a list of potentially rich information sentences in which 

the candidate concepts were found.  

 

[1] Blood is pumped through the chambers, aided by four heart valve.
[2] The valves open and close to let the blood flow in only one direction.
[3] The heart has four chambers.
[4] What are the four heart valves?
[5] The tricuspid valve is between the right atrium and right ventricle.
[6] The pulmonary or pulmonic valve is between the right ventricle and the pulmonary artery.
[7] The mitral valve is between the left atrium and left ventricle.
                                ….
                                ….

List of candidate concepts Preprocessed documents

matched

List of selected sentences
Extraction of

sentences
containing the

candidate concepts.

f :34 word :valves ==> valve

f :34 word :valve ==> valve

f :30 word :heart ==> heart

f :10 word :defective ==> defect

f :10 word :defect ==> defect

f :10 word :defects ==> defect

f :7 word :congenital ==> congenit

f :6 word :blood ==> blood

f :6 word :open ==> open

f :6 word :close ==> close

 
Figure 2.  An example of the document analysis process 

 

3.2  Natural Language Analysis 

The natural language analysis process can be divided into 

two subsequent stages: the morphology and syntactic 

analysis; and the semantic analysis. The main aim of this 

process is to generate a local semantic document model 

representing each processed document The morphology 

and syntactic analysis process will analyse the input 

sentences previously stored (sentences that contains 

candidate concepts) in the sentences repository into a 

parse tree using the Apple Pie Parser (Sekine, 2006). The 

parser is a bottom-up probabilistic chart parser which 

finds the parse tree with the best score by best-first search 

algorithm. The grammar used is a semi context sensitive 

grammar with two non-terminals and was automatically 

extracted from Penn Tree Bank, syntactically tagged 

corpus made at the University of Pennsylvania (Sekine, 

2006).  

The process of morphology and syntactic analysis is 

considered to be domain independent. For example the 

input sentence of “Blood is pumped through the 

chambers, aided by four heart valves”, is being parse to 

the following parse tree. 

       (S  

(NPL Blood)  

(VP is  

(VP pumped  

(PP through  

(NP  

(NPL the chambers) -COMMA-  

(VP aided  

(PP by  

(NP  

(NPL four heart) valves)))))))  

-PERIOD-) 

The semantic analysis on the other hand performs the 

task of extracting the semantic relationships between the 

selected concepts. This is perform either by the use of 

domain specific ontology or by exploiting the semantic 

structure of the analysed sentences with the help of the 



user. The interactions from user at this stage is seen 

acceptable as fully-automated approach to semantic 

analysis is not possible due to the requirement for deep 

understanding of the domain in concern (Snoussi et al., 

2002). Figure 3 illustrates the overall process of this stage 

which indicates that the two main activities involved are 

the identification of concepts and the relationships 

between these concepts. Detail discussion of these 

activities therefore follows.   
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Figure 3. The natural language analysis process 

    

Noun phrases and verb phrases are good indications 

of concepts to be included in the semantic documents 

model. Therefore, every noun phrases and verb phrases 

extracted from the analysed sentences are represented as 

concepts. These noun phrases will be analysed to filter 

determiners (such as the, a and and) that usually occur in 

word phrases.  

For example, the parsed sentences of “Blood is 

pumped through chambers aided by four heart valves” in 

the form of (S (NPL Blood) (VP is (VP pumped (PP 

through (NP (NPL the chambers) -COMMA- (VP aided 

(PP by (NP (NPL four heart) valves))))))) -PERIOD-), 

will resulted in the extraction of the concepts: ‘blood’, 

‘the chambers’ and ‘four heart’. The determiner ‘the’ and 

the stopword ‘four’ will be removed from the identified 

concepts. 

The confirmation (in terms of the correctness) of the 

filtered concepts is performed in two ways; either 

automatically endorsed by referring to the domain 

ontology if the mapping between the concepts and the 

domain ontology existed; or from user intervention in the 

case where no such mapping found existed. Figure 4 

illustrates a portion of the domain ontology used by the 

tool. 
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Figure 4. A segment of the heart domain ontology 

Relationship recognition identified during the 

previous phase (concept recognition and confirmation) 

against concepts within the is done by comparing 

candidate concepts and concepts which were domain 

ontology. If a pair of concepts found matched with the 

domain ontology, the relation of these concepts is 

automatically defined by referring to the domain ontology 

if such a relation existed. If a relation does not exist, a 

suggestion is provided based upon the syntactic sentence 

structure of the associated concepts, of which the user 

will define it manually. Similarly, for those concepts not 

presented in the domain ontology, the tool will first 

provide a list of concept candidates which can best be 

linked based upon the analysis of the chosen sentences. 

Once the desired concepts have been selected, the tool 

will provide the suggestion of possible relationships 

between these concepts.  

Figure 5 illustrates an example of a HTML document, 

a fraction of medical domain ontology and the output 

generated by the semantic document modeling tool. As 

can be seen from this example, the semantic relationships 

of “mitral valve part-of heart”, “heart valve part-of 

heart” and “mitral valve is-a heart” are all extracted from 

the domain ontology whereas the other concepts and 

relationships are extracted by means of text analysis with 

the user’s participation. The generated semantic 

document model is an XML representation of the 

concepts, relationships as well as the URL of the selected 

documents. Example below is part of the generated XML 

representation. This model is then stored in the Semantic 

Document Model. 

<?xml version="1.0" encoding="UTF-8" ?>  

<DocumentInfo>  

<MetadataInfo>  

<Title>Heart Valves</Title>  

<Url>http://www.americanheart.org/presenter

.jhtml?</Url>  

<Keywords>heart valves , heart , mitral 

valve , aorta , blood , chambers , valves , 

blood flow , valve , flaps ,</Keywords>  

</MetadataInfo>  

<Semantic_Content>  

<Concept>  

   <ConceptDescription>  



      <String>heart valves</String>  

   </ConceptDescription>  

   <ConceptRelationship>  

      <part_of>  

         <String>heart</String>  

      </part_of>  

   </ConceptRelationship>  

</Concept>  

<Concept>  

   <ConceptDescription>  

      <String>mitral valve</String>  

   </ConceptDescription>  

   <ConceptRelationship>  

      <is_a>  

         <String>heart valves</String>  

      </is_a>  

      <part_of>  

         <String>heart</String>  

      </part_of>  

   </ConceptRelationship>  

</Concept>  

<Concept>  

   <ConceptDescription>  

      <String>aorta</String>  

   </ConceptDescription>  

   <ConceptRelationship>  

      <part_of>  

         <String>heart</String>  

      </part_of> 

      </part_of>  

   </ConceptRelationship>  

</Concept>  

……………… 

……………... 

</Semantic_Content>  
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Figure 5. Constructing the semantic document model 

 

 

 

 



 

 

3.3  Integration of Semantic Document Model 

The stored semantic document models will then undergo 

an integration process which results in the creation of a 

global semantic document model. The global semantic 

model is meant to be used for semantic retrieval and 

browsing.  

The semantic integration is an uncomplicated process 

requiring insertion of a new semantic document model to 

the existing global semantic document model. The 

process will remove aspects of redundancies and 

documents that belong to the same semantic concept are 

clustered together. A set of simple object type and 

mismatch rules which was mainly derived from the 

theory and technique of automatic conceptual modeling 

integration process (Batini et al., 1986); Noah & 

Williams, 2004) have been used. The rules are mainly for 

binary relationships as the semantic document model 

represented are binary in nature. At the moment aspects 

pertaining to the concepts of generalization, aggregations 

and associations of a semantic model are being 

considered. Naming conflicts such as synonyms and 

homonyms however are not being considered by the 

rules. 

 

4 Results 

Evaluation was done by comparing the extracted concepts 

in semantic document model with keywords in <META> 

tag provided by authors. Our assumption was that 

<META> tags provide key information or phrase 

reflecting document content. A similar method of 

evaluation has been conducted by Witten et al. (2000) 

and Song et al. (2004) which compare the extracted 

concepts with those human-generated keywords or key 

phrase in order to evaluate the performance of KEA and 

KPSpotter respectively.   

The main inherent problem with this evaluation 

approach is the lack of web pages that provide <META> 

tags keywords which resulted in the limited number of 

available testing document collection. We have 

performed hundreds of document analysis but only 50 

web documents were acceptable and sufficient enough for 

testing. Table 1 shows the result of average ‘correct 

concepts’ corresponding to the concepts assign by author 

(extracted from <META> tags).   

Table 1 lists the average number of matched candidate 

concepts, system extracted concepts and concepts from 

the generated semantic document model for the 50 test 

web documents. Candidate concepts referred to concepts 

used for selecting potentially rich information sentences 

during the document analysis process. Ontological-based 

extracted concepts are concepts extracted from the 

domain ontology and used to generate portion of the 

semantic document model. The semantic document 

model concepts are concepts presented in the final 

generated semantic document model. In other words the 

semantic model concepts are the composition of matched 

concepts derived from the domain ontology and concepts 

confirmed from the activities of user interactions. 

 

 

 

 

Concepts 

Average number of concepts matched with 

<META> tags 

extracted Candidate 

Concepts 

Ontology-

based 

extracted 

concepts 

Concepts in 

generated 

semantic 

document 

model 

1 0.75 0.52 0.56 

2 1.6 1.14 1.18 

3 2.32 1.48 1.64 

4 3.14 1.66 1.96 

5 4.18 1.84 2.26 

6 4.93 1.92 2.48 

7 5.93 1.98 2.76 

8 6.72 2.06 3.12 

Table 1: Overall Performance. 

 

As can be seen, the average numbers of system 

extracted concepts with user interactions (that 

corresponds to the concepts assigned by authors) is 3.12. 

Therefore, system extracted concepts with user 

interventions capable of extracting one to three ‘correct 

concepts’. System-extracted concepts achieved one to 

two correct concepts which is 2.06 in average.  System 

extracted concepts depends fully on domain ontology for 

concepts identification and extraction limits to the stored 

information. Our implementation of domain ontology 

only stores 24 related concepts which actually represent a 

small fraction of the 22,997 terms listed in the Medical 

Subject Heading (MeSH) Concepts assigned by authors 

cover a wider range of concepts in domain ontology and 

sometimes go beyond the domain ontology itself. Adding 

more information/concepts into domain ontology may 

increase system efficiency in performing concepts 

identifications. System extracted concepts with user 

intervention achieved a better result because it allows 

user to describe web document content based on their 

understanding of the domain.  

 Based on the testing, our approach capable of 

extracting at between one to six correct candidate 

concepts. In other words for the first eight concepts an 

average of six concepts matched with those of authors’ 

concepts (i.e. meta tags). However, for every eight 

concepts extracted of which six were selected as 

candidate concepts, only about three concepts were 

presented in the generated semantic document model. 

This difference is resulted by the following possibilities. 

• The candidate concepts do not matched with any 

of the ontological domain concepts.  

• The candidate concepts and the ontological 

domain concepts were not used to construct the 

semantic document model because their presence 

are not inherent in the filtered sentences. 

Having one to three ‘correct concepts’ in the 

generated model does not indicate that other concepts are 

not representative of the domain. Our testing result, 

however, is higher than those reported by KEA and 

KPSpotter that respectively shows 1.8 and 2.6 extracted 

key phrases in average that match with author key 



phrases. This technique of evaluation, however, does not 

consider semantic relationships between extracted 

concepts. Such ‘correctness’ of relationship is best judge 

independently by human beings. 

The results of our testing might also be influenced by 

the way authors describe their respective documents with 

<META> tags, which may be summarize as follows: 

• Authors do not always choose the best keywords 

or key phrases to reflect the content of their 

documents. In some cases, authors apply the same 

set of keywords for different documents. 

• Authors, instead of using the same keyword or key 

phrases that they use in their documents, they 

replace them with other concepts which are similar 

or synonyms. As a result, some of those keywords 

are not available within their document. 

 

4 Conclusions and Future Works 

Domain ontology plays an important role in supporting 

the tasks of document classification and organization. In 

this paper, we have presented how a domain ontology 

combine with a natural language analysis technique can 

be exploited not only to extract important concepts from 

documents but also to construct the semantic content of 

web documents.  

Although, controlled vocabulary has been used in 

information retrieval systems (Embley, 1999), the 

vocabulary tends to be a list of terms that are 

syntactically matched with terms in documents. The 

inherent meanings or structures of the terms in the 

vocabulary are not used to represent the semantic 

meanings of documents, and users are still left with a 

syntactic approach to information retrieval. While 

ontologies for Semantic Web have been focus to support 

machines looking for information instead of human, 

semantic document model is intended to support human 

communication, which requires a human readable 

notation. In our case the constructed semantic document 

model is rather meant for later retrieval by human instead 

of machines or software agents.  Our current research 

work is to enhance aspects of global semantic document 

integration by considering further integration aspects 

such as synonyms, homonyms and inheritance 

mechanisms which are very well established within the 

context of database conceptual modeling. Testing and 

evaluation of the approach presented in this study are also 

currently being carried out. 
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