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Abstract

Emerging pattern mining is an important data mining
task for various decision making. However, it often
presents a large number of emerging patterns most of
which are not useful as their emergence are due to
random occurrence of items. Such emerging patterns
would most often be detrimental in decision mak-
ing where inherent relationships between the items
of emerging patterns are relevant. Additionally, most
studies on emerging pattern mining focus on mining
interesting categories of emerging patterns for classi-
fication and seldom discuss their application in trend
prediction. To enable mine the set of emerging pat-
terns with inherent item relations for decision mak-
ing such as trend prediction, we employ a correlation
test on the items of emerging patterns and introduce
the productive emerging patterns as the set of emerg-
ing patterns with inherent item relations. We subse-
quently propose and develop PEPs, an efficient frame-
work for mining our proposed productive emerging
patterns. We further discuss and show the possible
application of emerging patterns in trend prediction.
Our experimental results shows PEPs is efficient, and
the productive emerging pattern set which is smaller
than the set of all emerging patterns, shows potentials
in trend prediction.

Keywords: Frequent Patterns, Emerging Patterns,
Productiveness Measure, Trend Prediction.

1 Introduction

Emerging Patterns (EPs), the set of patterns whose
frequencies increase from one dataset to another, are
vital in various decision making. In static datasets
such as those with classes (male vs. female, cured vs.
not cured), emerging patterns can reveal useful and
hidden contrast patterns between datasets to support
decision making such as classifier construction (Dong
and Li 1999, Li et al. 2001), disease likelihood pre-
diction (Li et al. 2003), discovering patterns in gene
expression data (Li and Wong 2001), and so on. In
sequential datasets, emerging patterns are useful in
decision making such as, studying and understanding
customers’ behaviour (Tsai and Shieh 2009), predict-
ing future purchases (Nofong et al. 2014) and so on.

Though emerging pattern mining is an important
data mining task, it is a difficult task as the down-
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ward closure property in frequent pattern mining is
not applicable in emerging pattern mining (Cheng
et al. 2010, Dong and Li 1999, Poezevara et al. 2011).
Over the past years however, various studies have
been proposed for efficient mining of emerging pat-
terns (Dong and Li 2005, Li et al. 2003, Li and Wong
2001) and interesting emerging patterns (Fan and Ra-
mamohanarao 2003, 2006, 2002, Li et al. 2001, Ter-
lecki and Walczak 2007, Soulet et al. 2004). Though
these works have been useful in mining emerging pat-
terns for various decision making, they are faced with
the following challenges:

• They often present a too large or a too small
number of emerging patterns for decision mak-
ing. Reporting a large number of emerging pat-
terns makes it difficult to identify the set of
useful ones as some might be: i.) redundant,
or ii.) emerging due to random occurrence of
items. Such redundant emerging patterns, or
those due to random occurrence of items, would
most often be detrimental in decision making
where non-redundancy or inherent relationships
between items of an emerging pattern are vital.
On the other hand, reporting a small number
of emerging patterns may result in missing some
useful emerging patterns that are needed in de-
cision making.

• They often focus on mining interesting sets
of emerging patterns for classification and sel-
dom discuss their application in trend predic-
tion. Though emerging patterns can reveal use-
ful emerging trends in time-stamped datasets for
trend prediction, this useful application of emerg-
ing patterns is unexplored as it is hardly men-
tioned in existing works on emerging pattern
mining.

• Though some categories of emerging patterns
such as jumping emerging patterns (Fan and Ra-
mamohanarao 2006, Terlecki and Walczak 2007)
and essential emerging patterns (Fan and Ra-
mamohanarao 2002) are very useful in classifier
formation, they will not be ideal in trend predic-
tion. This is because, per their definitions, such
emerging patterns in time-stamped datasets will
more likely be spikes or noise, and not emerging
trends.

• Though the emerging patterns reported in (Fan
and Ramamohanarao 2003) can be applica-
ble in trend prediction, some useful emerging
patterns needed in decision making might be
missed. For instance, on a Twitter dataset,
(Fan and Ramamohanarao 2003) misses some in-
teresting and useful emerging hashtags such as,
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“#tcot1#romneyryan2012”, “#tcot#Obama”,
and “#news#Syria”. The emergence of these
hashtags though formed by items with inherent
relationships (correlated items) and reflective of
true emerging trends are missed in (Fan and Ra-
mamohanarao 2003) because their rates of emer-
gence are lower than those of their emerging sub-
sets.

Motivated by the importance of emerging patterns
in decision making and the aforementioned challenges
in their discovery, we address these challenges as fol-
lows. We initially employ a correlation test on emerg-
ing patterns and introduce the productive emerging
patterns as the set of emerging patterns with inher-
ent item relationships. Subsequently, we propose and
develop PEPs, an efficient framework for mining the
set of productive emerging patterns, and show their
possible application in trend prediction.

We make the following contributions to the discov-
ery of emerging patterns.

• We propose and introduce the productive emerg-
ing pattern set as the set of emerging patterns
with inherent item relationships.

• We propose and develop PEPs, an efficient pro-
ductive emerging pattern mining framework.

• We show a possible application of emerging pat-
terns in trend prediction.

In addition to these contributions, it is also worth
noting that our proposed productive emerging pat-
tern set achieves a major size reduction in the number
of reported emerging patterns.

2 Related Works

The concept to emerging pattern mining was intro-
duced by Dong and Li in (Dong and Li 1999) where
they proposed an emerging pattern detection tech-
nique for static datasets with classes. They referred
to an emerging pattern as an itemset whose support
increases significantly from one dataset to another.
More specifically, they defined an emerging pattern as
an itemset whose growth rate is greater than a given
threshold. Emerging pattern mining has since been
researched on in works such as (Fan and Ramamoha-
narao 2003, 2006, 2002, Garcia-Borroto et al. 2014, Li
et al. 2003, 2001, Terlecki and Walczak 2007, Soulet
et al. 2004).

Over the past years however, some researchers ar-
gued that the emerging pattern definition proposed in
(Dong and Li 1999) often generates too many emerg-
ing patterns making it difficult identifying the set of
interesting and useful ones for decision making. Vari-
ous constraints and techniques were thus proposed to
enable mine interesting categories of emerging pat-
terns. Such works include, but not limited to: jump-
ing EPs (Fan and Ramamohanarao 2006, Li et al.
2001, Terlecki and Walczak 2007), essential EPs (Fan
and Ramamohanarao 2002), and interesting EPs (Fan
and Ramamohanarao 2003, Soulet et al. 2004).

Though the above mentioned works have been use-
ful in mining emerging patterns for various decision
making, they are faced with several challenges sum-
marized as follows. Firstly, they often report a too
large or a too small emerging pattern sets for decision
making. Secondly, they focus on mining interesting
sets of emerging patterns for classification and seldom

1The hashtag #tcot, “Top Conservatives On Twitter” provides
a way for conservatives and Republicans to locate and follow the
tweets of their like-minded brethren.

discuss their application in trend prediction. Thirdly,
most categories of emerging patterns mined in works
such as (Fan and Ramamohanarao 2006, 2002, Ter-
lecki and Walczak 2007) though very good in classi-
fier formation, are not applicable in trend prediction.
Additionally, it is worth noting that though emerging
patterns mined in works such as (Fan and Ramamo-
hanarao 2003) are applicable in trend prediction, it
often misses some useful emerging patterns needed in
decision making.

Inspired by the importance of emerging patterns,
the aforementioned challenges in their discovery, and
their possible application in trend prediction, we fo-
cus on how to mine the set of emerging patterns with
inherent item relationships and their possible appli-
cation in trend prediction.

3 Preliminaries

The problem of frequent pattern mining and its asso-
ciated notation can be given as follows. Let I = 〈i1,
i2,..., in〉 be a set of literals, called items. Then, a
transaction is a nonempty set of items. A pattern S
is a set of transactions satisfying some conditions of
measures like frequency. A pattern is of length-k if it
has k items, for example, S = {a, b, c} is a length-3
pattern.

Given a database of n transactions, D =<
T1, T2, T3, . . . , Tn >, where each Tm in D is identi-
fied by m called TID, the cover of a pattern S in
D, covD(S), is the set of TIDs of transactions that
contain S. That is,

covD(S) = {m : Tm ∈ D ∧ S ⊆ Tm} (1)

The support of a pattern S in D, supD(S), is defined
as,

supD(S) =
|covD(S)|
|D|

(2)

where |covD(S)| is called the support count of S in D.
Frequent pattern mining is the process of discov-

ering all patterns in a database, D, whose frequen-
cies are larger than or equal to a user specified min-
imum support (η). A pattern S in D is said to be
productive in D if (Webb 2010): for all S1, S2 (such
that, S1 ⊂ S, S2 ⊂ S, S1 ∪ S2 = S, S1 ∩ S2 = ∅),
supD(S) > supD(S1)supD(S2).

3.1 Emerging Patterns

Given two datasets, Di and Di+1, the growth rate of
a pattern S, GR(S), from Di to Di+1 is defined as
(Dong and Li 1999):

GR(S) =
supDi+1

(S)

supDi
(S)

(3)

Based on the growth rate, Dong and Li in (Dong and
Li 1999) introduced the concept of emerging pattern
mining. Formally, they defined an emerging pattern
as follows.

Definition 1 (Dong and Li 1999) Given ρ > 1 as
the growth-rate threshold, a pattern S is said to be a
ρ-emerging (ρ-EP or simply EP) from Di to Di+1 if
GR(S) ≥ ρ.

For any two datasets, Definition 1 will report all pat-
terns whose growth rates are greater than or equal to
the specified growth rate threshold, ρ.
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Though Definition 1 has been accepted and used
in mining emerging patterns, it has the following chal-
lenges. Firstly, a large number of emerging patterns
are often reported and this makes it difficult to com-
prehend and identify the set of useful ones for decision
making. Secondly, the emergence threshold ρ largely
determines the number of discovered emerging pat-
terns. If ρ is set low, a large set of emerging patterns
will be discovered, most of which might be trivial.
However, if ρ is set high, some useful emerging pat-
terns needed in decision making will be missed.

Over the past years, some researchers argued that
finding all EPs above a minimum growth rate con-
straint as proposed in (Dong and Li 1999) often gen-
erates too many emerging patterns to be analysed.
Soulet et. al. in (Soulet et al. 2004) thus proposed a
condensed representation approach for mining emerg-
ing patterns based on closed patterns. Fan and Ra-
mamohanarao in (Fan and Ramamohanarao 2003),
whose work is quite similar to ours however proposed
a way of selecting the set of interesting emerging pat-
terns. They define an interesting emerging pattern as
follows.

Definition 2 (Fan and Ramamohanarao 2003)
Given ρ > 1 as the growth rate threshold, a pattern S
is an interesting emerging pattern from Di to Di+1
if:

1. S is frequent in both Di and Di+1,

2. GR(S) ≥ ρ,

3. ∀Y ⊂ S,GR(Y ) < GR(S), and,

4. |S| = 1, or |S| > 1 and ∀Y⊂S such
that |Y |=|S|-1, then, χ2[supDi

(S),
supDi+1

(S),supDi
(Y),supDi+1

(Y)] ≥ η.

In Definition 2, the authors aimed at identifying the
set of emerging patterns that:

• Cover both datasets - Condition 1.

• Have sharp discriminating powers - Condition 2.

• Are not subsumed by their emerging subsets -
Condition 3.

• Have significantly different supports from their
immediate subsets to ensure the items of an
emerging pattern are correlated - Condition 4.

Though Definition 2 will report a set of emerging pat-
terns as interesting, some useful emerging patterns
which capture and reflect vital contrasts or emerging
trends will be missed for the following reasons:

1. When ρ is set high in Condition 2: Similar as
in Definition 1, when ρ is set high, some useful
emerging patterns with inherent item relation-
ships whose rates of emergence are lower than ρ
will be missed.

2. The subsumption rule in Condition 3: Some use-
ful emerging patterns whose rates of emergence
are lower than their emerging subsets will be
missed due to the subsumption rule in Condi-
tion 3. For instance, in a Twitter dataset2 for
the month of November 2012, when we set ε =
0.04%, ρ = 1.0 and η = 0.0, some emerging hash-
tags which have inherent item relationships (cor-
related items), such as; #tcot#romneyryan2012,
#tcot#Obama, and #news#Syria, reflecting

2Obtained from CNetS (http://carl.cs.indiana.edu/data/).

important emerging trends from 1st to 2nd, and
from 2nd to 3rd of November, were missed by Def-
inition 2. These emerging hashtags were missed
as their growth rates are less than those of their
emerging subsets, #tcot, #romneyryan2012,
#Obama and #news respectively. However,
the emergence of these subsets do not indi-
cate the emergence of their supersets. That
is, though the emerging hashtag #tcot could
be easily associated with #romneyryan2012 in
#tcot#romneyryan2012, so cannot be said of the
emergence of #Obama in #tcot#Obama. Sim-
ilarly, the emergence of #news does not in any-
way imply that news about Syria, #news#Syria,
is also emerging.

3. When η � 0.0 in Condition 4: Though this is
aimed at finding emerging patterns with corre-
lated items, some useful emerging patterns with
correlated items will be missed when η � 0.0 in
Condition 4. This is because some emerging pat-
terns with correlated items might not have sig-
nificantly different supports from their immedi-
ate subsets. Such emerging patterns which could
be useful in decision making will thus be missed
when η � 0.0 in Condition 4.

4 Problem Statement and Definitions

With Definitions 1 and 2, though the set of emerg-
ing patterns and interesting emerging patterns can be
identified, as mentioned in Sections 1, 2 and 3, some
of these reported emerging patterns may be emerging
due to random occurrence of items or some emerging
patterns with inherent item relationships needed in
decision making will be missed. To avoid these situ-
ations, we begin by defining an emerging pattern as
follows.

Definition 3 Given ε as the minimum support, a
pattern S is an emerging pattern from Di to Di+1 if
it is frequent in both Di and Di+1 and GR(S) > 1.0.

For any two datasets, Definition 3 will detect and
report all frequent patterns whose growth rates are
greater than 1.0. Definition 3 requiring emerging pat-
terns to have a growth rate greater than 1.0 eliminates
the situation in Definitions 1 and 2 where ρ largely
controls the number of reported emerging patterns.
Also, the minimum support threshold like in Defini-
tion 2, ensures only frequent patterns that are emerg-
ing are reported. However, given two datasets and
the same minimum support with ρ = 1.0 and η = 0.0,
though Definition 2 will report a smaller set of emerg-
ing patterns, it will miss some vital emerging patterns
having inherent item relationships. Definition 3 will
however report all such emerging patterns.

Though Definition 3 will not miss emerging pat-
terns with inherent item relationships, some reported
emerging patterns in Definition 3 might be emerg-
ing due to random occurrence of items. In decision
making where inherent relationships among items of
an emerging pattern are vital, emerging patterns that
are emerging due to random occurrence of items could
be detrimental. This is because such emerging pat-
terns which do not encode inherent item relationships
will more likely be spikes or noise, and not emerging
trends.

To enable detect and report only emerging pat-
terns with inherent item relationships for decision
making, we test for positive correlations among all
items of an emerging pattern. We employ a produc-
tiveness measure proposed in (Webb 2010) for this
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test and refer to emerging patterns with inherent item
relationships as productive emerging patterns. For-
mally we define a productive emerging pattern as fol-
lows.

Definition 4 An emerging pattern, S, from Di to
Di+1, is a productive EP if, ∀S1, S2 (such that, S1 ⊂
S ∧ S2 ⊂ S ∧ S1 ∪ S2 = S ∧ S1 ∩ S2 = φ) then
supDi

(S) > supDi
(S1)supDi

(S2) and supDi+1
(S) >

supDi+1
(S1)supDi+1

(S2).

Definition 4 implies an emerging pattern is pro-
ductive if and only if every subset that can be formed
from it have inherent item relationships in both Di
and Di+1. This productiveness measure for every
subset is to ensure all items of an emerging pattern
encode inherent relationships and not due to random
occurrences. This measure in Definition 4 covers the
case where an emerging pattern has more than two
subsets of items that are independent of one another
(Webb 2010). Since the supersets of a non-productive
pattern will always contain the non-productive pat-
tern, we use this productiveness measure as one of
our main pruning strategies in PEPs to avoid report-
ing emerging patterns with non-productive subsets.
In the rest of our work, we represent the set of pro-
ductive emerging patterns from Di to Di+1 as pEi+1

i .
With Definition 4, our emerging pattern mining

problem can now be defined as the process of mining
all productive emerging patterns from dataset, Di to
Di+1, given a minimum support ε, and how they can
be employed in trend prediction.

5 Productive Emerging Pattern Mining and
Their Application in Trend Prediction

In this section, we firstly discuss and introduce PEPs,
our Productive Emerging Pattern mining framework.
We follow up with a discussion on how the detected
productive emerging patterns can be applied in trend
prediction.

5.1 Productive Emerging Pattern Mining

To efficiently mine the set of productive emerging
patterns, we propose PEPs, an efficient productive
emerging pattern mining framework shown in Algo-
rithm 1. PEPs employs the Apriori-like candidate

Algorithm 1: PEPs(Di, Di+1, ε)

Input: Di, Di+1, minimum support ε
Output: Productive EP set, pEi+1

i

1 Create set pEi+1
i = ∅

2 ScanData(Di, ε) to return Fi

3 ScanData(Di+1, ε) to return Fi+1
4 Create set L
5 for each item ay ∈ Fi do
6 if ay ∈ Fi+1 then
7 Let (ay, covDi(ay)) = Fi(ay)
8 Let (ay, covDi+1(ay)) = Fi+1(ay)
9 Add (ay, covDi

(ay), covDi+1
(ay)) to L

10 Sort L in item descending order
11 MineEPs(L, ε )

12 return pEi+1
i

generation technique in (Agrawal and Srikant 1995).
However, for any two datasets, PEPs stores the TIDs
of each frequent length-1 item in both datasets to

avoid repeated scanning of the datasets and for quick
implementation.

PEPs employs three major steps in the produc-
tive emerging pattern mining process: i.) finding
the length-1 frequent items in the two datasets, ii.)
identifying the common length-1 frequent items, and
iii.) mining the productive emerging patterns from
the common length-1 frequent items. We discuss each
step in the following sections.

5.1.1 Finding Frequent Length-1 Items

For any two datasets, Di and Di+1, this step finds the
set of frequent length-1 items in both datasets with
regards to the minimum support using Algorithm 2
(in Lines 2 and 3 of Algorithm 1) as follows.

Algorithm 2: ScanData(Dn, ε)

Input: Dataset, Dn, minimum support, ε
Output: Frequent length-1 items, Fn

1 Create HashMap hn
2 Create set Fn
3 for each transaction T ∈ Dn do
4 for each length-1 item ay ∈ T do
5 if ay /∈ hn then
6 Create set covDn

(ay) = {TID}
7 Add (ay, covDn(ay)) to hn
8 else
9 Let (ay, covDn

(ay)) = hn(ay)
10 covDn

(ay) = covDn
(ay) + TID

11 Update hn with (ay, covDn
(ay))

12 for each item ay ∈ hn do
13 Let (ay, covDn

(ay)) = hn(ay)
14 if supDn

(ay) ≥ ε then
15 Add (ay, covDn(ay)) to Fn

16 return Fn

For any dataset Dn, as shown in Lines 1 and 2 of
Algorithm 2, a hashmap hn, and the set Fn respec-
tively, are created. From Lines 3 to 11 of Algorithm
2, for each item ay in each transaction T of Dn, if ay
is not contained in hn, its coverset covDn

(ay) is cre-
ated and the TID of T added to covDn

(ay) in Line 6.
The tuple (ay, covDn(ay)) is then added to hn in Line
7 of Algorithm 2. Else, if ay is already contained in
hn, (ay, covDn

(ay)) is obtained from hn in Line 9 as
hn(ay) and the TID of T added to covDn(ay) in Line
10. hn is then updated with (ay, covDn

(ay)) in Line
11.

After all items and their coversets in Dn are added
to hn, the set of frequent length-1 items in Dn are ob-
tained from hn from Lines 12 to 15 as follows. For
each item ay in hn, (ay, covDn(ay)) is obtained from
hn in Line 13 as hn(ay). As shown in Line 14, if
ay is frequent (that is, supDn

(ay) ≥ ε), the tuple
(ay, covDn(ay)) is added to Fn in Line 15 of Algo-
rithm 2. The set Fn, which contains all frequent
length-1 items in Dn and their coversets is then re-
turned in Line 16. For the two datasets, Di and Di+1,
ScanData(Di, ε) and ScanData(Di+1, ε) in Lines 2
and 3 of Algorithm 1 will return Fi and Fi+1 respec-
tively. Figure 1 illustrates the outcome of this process,
that is, F1 and F2 from toy datasets D1 and D2 at
ε = 0.1. The set of common frequent length-1 items
in Di and Di+1 are then obtained from Fi and Fi+1.
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Figure 1: Set of Frequent Length-1 Items, F1 and F2
in D1 and D2 at ε = 0.1

5.1.2 Identifying Common Length-1 Fre-
quent Items

This step (from Lines 4 to 10 of Algorithm 1) finds
the set of common length-1 frequent items in Di and
Di+1 as follows. As shown in Line 4 of Algorithm
1, the set L to store the common length-1 frequent
items and their coversets in Di and Di+1 is created.
From Lines 5 to 10 of Algorithm 1, the common fre-
quent length-1 items are identified as follows. For
each frequent length-1 item, ay in Fi, if ay is also in
Fi+1 (that is, frequent in Di+1), ay and its coversets,
covDi(ay) and covDi+1(ay), are obtained in Lines 7
and 8 as Fi(ay) and Fi+1(ay) respectively. The tu-

Figure 2: Sorted L, The Set of Common Frequent
Length-1 Items from F1 and F2 in Figure 1

ple (ay, covDi(ay), covDi+1(ay)) is then added to L in
Line 9. The set L is then sorted in item descending
order in Line 10. The set of productive emerging pat-
terns are then mined from L in Line 11 of Algorithm
1 by calling MineEPs(L, ε). For our running exam-
ple, Figure 2 illustrates the sorted L obtained from
F1 and F2 in Figure 1.

5.1.3 Mining Productive Emerging Patterns

This step mines all productive emerging patterns from
L by calling MineEPs(L, ε) (Algorithm 3) in Line 11
of Algorithm 1. Algorithm 3 mines the set of pro-
ductive emerging patterns from L as follows. In Line
3 of Algorithm 3, if there are no items in L, that is
|L| = 0, the productive emerging pattern mining ter-
minates and the set pEi+1

i returned in Line 4. Else
while |L| > 0, the productive emerging patterns are
mined from L in the nested for-loop (from Lines 6 to
23 of Algorithm 3) as follows.

In the first for-loop within L (from index k = 0
to |L| − 1), the tuple (ak, covDi(ak), covDi+1(ak)) at

the kth-index is obtained in Line 8 as L[k]. If ak is a
length-1 item, GR(ak) is evaluated in Line 10. The
tuple (ak, GR(ak)) is added to pEi+1

i in Line 12 if
ak is emerging, that is, GR(ak) > 1.0. While still
at the kth-index, the second for-loop within L (from
index l = (k + 1) to |L| − 1) starts in Line 13 as
follows. Each tuple (al, covDi(al), covDi+1(al)) in the

lth-index is obtained in Line 14 as L[l]. In Line 15,
if ak and al have common length-(|ak| − 1) prefixes,
that is, Pak

[0, |ak|-1] = Pal
[0, |al|-1], a candidate fre-

quent pattern, S, is created in Line 16 as S = (ak ∪
al, covDi

(ak) ∩ covDi
(al), covDi+1

(ak) ∩ covDi+1
(al)).

If S is frequent and productive in both Di and
Di+1, it is added to TempL in Line 18. This ensures
only frequent and productive patterns are kept as
they both follow the anti-monotone property. GR(S)
is evaluated in Line 19 and S added to pEi+1

i in Line
21 if S is emerging, that is, GR(S) > 1.0. For each
kth-index in the first for-loop, the second for-loop re-
peats till all indexes in L are iterated in the second
for-loop. When both nested for-loops are complete, L
is recreated in Line 22 from TempL and the content
of TempL cleared in Line 23. The size of L is checked
and the nested looping repeats until |L| = 0.

Figure 3: Productive Emerging Pattern Mining from
L (see Figure 2) at ε = 0.1

We illustrate the productive emerging pattern
mining process in Figure 3 on L (see Figure 2) ob-
tained from the toy transactional databases in Figure
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Algorithm 3: MineEPs(L, ε)

Input: Set L, minimum support, ε.
Output: Productive EPs set, pEi+1

i
1 Let Pcn [0, b] be the the length-b prefix of cn
2 Create set TempL = ∅
3 if |L| = 0 then
4 return pEi+1

i

5 else
6 while |L| > 0 do
7 for k = 0 to |L| − 1 do
8 Let (ak, covDi(ak), covDi+1(ak)) = L[k]
9 if |ak| = 1 then

10 Evaluate GR(ak)
11 if GR(ak) > 1.0 then
12 Add (ak, GR(ak)) to pEi+1

i

13 for l = k + 1 to |L| − 1 do
14 Let (al, covDi(al), covDi+1(al)) = L[l]
15 if Pak

[0, |ak|-1] = Pal
[0, |al|-1] then

16 Create S = (ak ∪ al, covDi(ak) ∩ covDi(al), covDi+1(ak) ∩ covDi+1(al))

17 if S is frequent and productive in both Di and Di+1 then
18 Add S to TempL
19 Evaluate GR(S)
20 if GR(S) > 1.0 then
21 Add (S,GR(S)) to pEi+1

i

22 L =TempL
23 TempL.clear()

1 at ε = 0.1. As seen in Figure 3, three stages (I, II,
and III) are involved in mining the productive emerg-
ing patterns from L. We discuss the processes at each
stage as follows.

1. Stage I: This stage shows L before the first
nested looping and the detected productive
emerging patterns during the first nested loop-
ing. During this first nested looping within
L, length-1 frequent patterns {b}, {c} and {d}
are added to pEi+1

i in Line 12 of Algorithm
3 since they are all emerging. Productive
frequent pattern {c, d} is also added to pEi+1

i
in Line 21 as it is emerging. Though patterns
{b, c}, {b, d}, {b, e}, {b, f}, {c, e}, {c, f}, {d, e}
and {d, f} generated in Line 16 during the first
nested looping are frequent, they are all pruned
in Line 17 for the following reasons:

• {b, e}, {b, f} and {d, e} are non-productive
in both D1 and D2.

• {b, c} and {b, d} are non-productive in only
D1.

• {c, e}, {c, f} and {d, f} are non-productive
in only D2.

2. Stage II: This stage shows L recreated from
TempL after the complete first nested looping.
The second nested looping repeats on L in Stage
II. No productive emerging patterns are detected
in this stage as no candidate length-3 pattern can
be formed from {c, d} and {e, f} since they do
not have same common prefixes.

3. Stage III: This stage shows L recreated from
TempL after the complete second nested looping.

L in this stage has no items since no length-3 pat-
terns were generated in Stage II. The productive
emerging pattern mining process terminates in
this stage since |L| = 0.

Patterns {b}, {c}, {d} and {c, d} are thus reported
in Line 12 of Algorithm 1 as the set of productive
emerging patterns detected from D1 and D2 at ε =
0.1.

5.2 Employing Detected Productive Emerg-
ing Patterns in Trend Prediction

Though most categories of emerging patterns are
mined for classification purposes, in this section, we
investigate the possible application of our detected
emerging patterns in trend prediction.

Since the supports of an emerging pattern with
time can be likened to a stochastic process, we can-
not directly employ linear regression in modelling
and predicting the emergence of an emerging pattern.
As a preliminary step towards trend prediction with
emerging patterns, we employ intuition in predicting
the continuous emergence and future supports of S.

To predict trends based on emerging patterns, for
any consecutive datasets Di, Di+1 . . . Dn with time,
for instance, consecutive; daily, monthly or yearly
customer purchases. We take any three consecutive
datasets, for example, Di, Di+1 and Di+2 where,

1. Di and Di+1 are used as the training set. For a
given minimum support (ε), we mine the set of
productive emerging patterns from Di to Di+1
and productive “decaying patterns” (DPs) from
Di to Di+1. Our decaying patterns (DPs), from
Di to Di+1, are often referred to as emerging pat-
terns, from Di+1 to Di in previous works mining
emerging patterns for classification purposes.
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Figure 4: Emerging Pattern Detection Runtime (ρ = 1.0, η = 3.841)

Table 1: Emerging Patterns in Trend Prediction

Twitter Dataset: Trend Prediction given ρ = 1.0, η = 3.841 at ε = 0.01
Days in Nov Approach Total EPs Total DPs Precision Recall F1-mesure

1st, 2nd iEP-miner 18 10 64.29 40.91 50.00
and 3rd PEPs 29 10 61.54 54.55 57.83

2nd, 3rd iEP-miner 17 12 86.21 54.35 66.67
and 4th PEPs 25 19 90.91 86.96 88.89

3rd, 4th iEP-miner 29 7 33.33 26.67 29.63
and 5th PEPs 39 7 26.09 26.67 26.37

4th, 5th iEP-miner 9 21 73.33 56.41 63.77
and 6th PEPs 9 36 82.22 94.87 88.10

5th, 6th iEP-miner 4 26 96.67 72.50 82.86
and 7th PEPs 4 35 97.44 95.00 96.20

6th, 7th iEP-miner 21 10 87.10 65.85 75.00
and 8th PEPs 30 10 90.00 87.80 88.89

7th, 8th iEP-miner 27 1 39.29 22.00 28.21
and 9th PEPs 45 1 34.78 32.00 33.33

8th, 9th iEP-miner 10 21 87.10 56.25 68.35
and 10th PEPs 15 35 92.00 95.83 93.88

Tafeng Retail Dataset: Trend Prediction given ρ = 1.0, η = 3.841 at ε = 0.01
Months Approach Total EPs Total DPs Precision Recall F1-mesure

Nov, Dec iEP-miner 55 79 80.60 48.43 60.50
and Jan PEPs 76 151 82.82 84.30 83.56
Dec, Jan iEP-miner 82 52 51.49 35.94 42.33
and Feb PEPs 144 79 45.74 53.13 49.16

2. Di+1 and Di+2 are used as our test set. For the
same given minimum support (ε), we mine the
set of productive emerging patterns from Di+1
to Di+2 and productive decaying patterns from
Di+1 to Di+2.

3. For a detected productive emerging pattern, S1
from the training set, we predict its presence in
the test set as a productive emerging pattern,
that is, supDi+2(S1) > supDi+1(S1).

4. For a detected productive decaying pattern, S2
from the training set, we predict its presence in
the test set as a productive decaying, that is,
supDi+2

(S2) ≤ supDi+1
(S2), or being infrequent

in Di+2, that is, supDi+2
(S2)<ε.

6 Empirical Analysis

For our experimental analysis, the following imple-
mentations are compared.

1. PEPs: This is an implementation of our proposed
productive emerging pattern detection frame-
work. For any two given datasets, PEPs detects
and reports all frequent and productive emerging
and decaying patterns.

2. iEP-miner: This is our implementation of the
method proposed in (Fan and Ramamohanarao
2003). For any two given datasets, iEP-miner
detects and reports all interesting emerging and
decaying patterns.

We compared the performance of PEPs and iEP-
miner on: (i.) runtime and (ii.) trend prediction
effectiveness with detected EPs. All methods are im-
plemented in Java and experiments carried on a 64-bit
Windows 7 PC (Intel Core i5, CPU 2.50GHz, 4GB
Memory). The following datasets were used in our
experimental analysis:

1. Mushroom datasets: We obtained this dataset
from http://cgi.csc.liv.ac.uk/~frans/
KDD/Software/LUCS-KDD-DN/DataSets.

2. Twitter Dataset: This dataset consists of daily
hashtags of tweets for the month of November
2012. We obtained this data from CNetS (http:
//carl.cs.indiana.edu/data/).

3. Tafeng Retail Dataset: This dataset, obtained
from AIIA Lab (http://aiia.iis.sinica.
edu.tw) comprises of four months of customer
transactions from TaFeng Warehouse. That is
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customers transactions for the months of Novem-
ber and December 2000, and that of January and
February 2001.

6.1 Runtime

Figure 4 shows the runtime of PEPs and iEP-miner.
Though PEPs reports higher number of emerging
patterns, its performance is comparable to that of
iEP-miner which detects fewer number of emerging
patterns. As shown in Figure 4, iEP-miner slightly
outperforms PEPs at low minimum supports in the
mushroom and Twitter dataset. This is because
at low minimum supports, more emerging patterns
which do not satisfy Conditions 3 and 4 of Definition
2 are pruned. Most of these pruned emerging pat-
terns in iEP-miner are however productive, hence the
slight out-performance. However, as can be seen in
Figure 4 on the Tafeng retail dataset, PEPs slightly
outperforms iEP-miner in the emerging pattern dis-
covery process.

6.2 Decision Making

Table 1 shows a preliminary application of emerging
patterns in trend prediction based on our intuition
prediction approach described in Section 5.2. We em-
ployed the F1-measure as the overall goodness mea-
sure and evaluate our precision and recall as:

Prec =
#EPs+ #DPs correctly predicted

#EPs+ #DPs in category
(4)

Recall =
#EPs+ #DPs correctly predicted

#EPs+ #DPs in test set
(5)

As can be seen in Table 1, productive emerging
patterns turn out as the best set for trend prediction
as they have higher F1-scores compared to same pre-
dictions based on interesting emerging patterns (pro-
posed by (Fan and Ramamohanarao 2003)).

7 Conclusions and Future Works

Productive emerging patterns are emerging patterns
whose emergence from one dataset to another are due
to inherent item relationships and not due to ran-
dom occurrence of items. Non-productive emerging
patterns, the set of emerging patterns whose emer-
gence are due to random occurrence of items will
be detrimental in decision making where inherent re-
lationships between items of emerging patterns are
relevant. We make use of a correlation test and in-
troduce the productive emerging pattern set as the
set of emerging patterns whose emergence are due
to inherent item relationships. We develop PEPs, a
productive emerging pattern mining framework and
show a potential application of emerging patterns in
trend prediction. Our experimental results show that
PEPs is efficient, and the productive emerging pat-
tern set which achieves a size reduction in the num-
ber of reported emerging patterns shows potential in
trend prediction. Our future works are in two ar-
eas: i.) trend prediction, which will involve forming
a more technical trend prediction model based on our
detected productive emerging patterns, and, ii.) clas-
sification, where we tend to investigate on the effec-
tiveness of our productive emerging patterns are in
classifier formation.
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