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Abstract

Unlike news stories and product reviews which usu-
ally have a strong focus on a single topic, blog posts
are often unstructured, and opinions expressed in blog
posts do not necessarily correspond to a specific topic.
This can lead to unsatisfactory performance of senti-
ment classification. In this paper we report our pilot
study on addressing topic drift in blogs. We examine
this phenomenon by manual inspection and extab-
lish a ground truth. Our annotations have shown
that topic drift is indeed very common, with all docu-
ments sampled showing a considerable degree of drift,
averaging over 80%. The topical sentences are ex-
tracted from each post to produce an extract data
set. We propose to address the topical drift problem
by classifying the blog posts using the sentence-level
polarities of topical extracts. We propose and evalu-
ate two models for aggregating the sentence polarities
by comparing their performance to that of a popular
word-based model. Our preliminary results suggest
that topical extracts can provide a concise but more
accurate representation of the sentiment polarity of
the blog posts. More importantly, sentence-level po-
larities are potentially a more reliable evidence than
word distributions with regard to document polarity
prediction.

Keywords: sentence polarity, sentiment classification,
topical extract

1 Introduction

The task of opinion mining, or sentiment classifica-
tion, can be defined as “to find opinions targeting
topic X“ (Ounis et al. 2006). The blogosphere has
attracted a lot of interest in the opinion mining com-
munity as blog posts provide a great source of web
users’ opinions both in terms of the size of the col-
lection and the coverage of topics. However, unlike
product reviews and movie reviews, the blog posts
are less structured; and unlike news stories, the blog
posts are not subject to an editorial process. The au-
thor of a blog post can talk about anything in any
style of writing.

Blog authors often start with commenting on an-
other related entity before expressing his/her opinion
on the topic of his/her true interest. It is particularly
common in the political comments. The following ex-
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ample was extracted from a document on the topic
of State of the Union Address by President George W
Bush.

“Though surprised today to find out that Hamas
had a unexpectedly large VICTORY in the Palestinian
elections, I am not shocked, and such a development
should not have been unexpected if you follow politics,
and the actions of George Walker Bush since he was
selected to be our president back in the year 2000.“

Before attacking the actions of the Bush admin-
istration the author commented on another political
event, the latter was used merely for contrasting. It
is also worth noting that in this example, opposite
opinions on two different entities are expressed in one
single sentence.

It is also common for a post to have a few lines
of description related to the author’s recent activ-
ity, but then followed by some reflections on his/her
past experience. This is typical in movie and prod-
uct reviews, where the author first briefly mentions
the movie or product, and may then drift away to
write about the emotions or memories aroused by the
movie or product. The example below from a docu-
ment on the topic of March of the Penguins typifies
this approach.

“This is a must-see documentary about the mating
ritual of Antarctic penguins... I sniffled and nodded
– I know what that feels like... We received news yes-
terday that the donor’s ultrasound exam was normal,
so we are good to go. Am feeling detached and am-
bivalent again...“

The author of this post watched the movie The
March of the Penguins, and the birth-giving scenes in
the movie caused her to reflect upon her own preg-
nancy in the past. In fact, the majority of this post
in about her own experience, and not the movie.

Topic drift may lead to serious problems in sen-
timent classification. Previous studies on sentiment
analysis of blogs have mostly focused on word-based
models using the whole document (Ounis et al. 2006,
Macdonald et al. 2007). However, the drifting portion
of the document would change the word distribution
and potentially compromise the accuracy of the classi-
fication models. To address this problem, an intuitive
solution would be to extract the topical snippets first
and perform classification on the topical extracts in-
stead of the original documents. Both Pang (Pang
& Lee 2004) and Lloret (Lloret et al. 2010) have
done similar studies, but neither has observed consis-
tently better results on the extracts (note that both
works extracted the sentences that are topical and
subjective). It has been shown that the length of the
extract affects the classification accuracy (Pang &
Lee 2004), which suggests that poor-quality extracts
might be the reason of the counter-intuitive obser-
vation. More recent work by McDonald integrates
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Table 1: An outline of the two topics we used in the
collection

Topic #1 Description

869 83 Find opinions worldwide to the car-
toons depicting the Muslim prophet-
Muhammad printed in a Danish news-
paper.

903 80 Find documents stating opinions about
Apple CEO Steve Jobs.

1 The number of posts we kept in the collection for the topic

sentence-level information into the learning process.
While his main focus is on a joint-structured model
that classifies the documents as well as the sentences
at once, a cascaded model is also described which pre-
dicts the sentence labels first and then pass the labels
to the document classification model. In his work
however, all the sentences in the document are used.

To our best knowledge, no existing work has ap-
plied sentiment classification on manual extracts. Be-
cause of this, it is not able to tell whether the prob-
lems result from quality of the extracts, or the method
employed. In order to isolate these effects we have
manually extracted relevant sentences. In our study
we annotated randomly sampled documents from two
different topics used in Blog06 and Blog07 tasks in
TREC. The descriptions of these two topics are shown
in Table 1. We adopted the document-level labels an-
noated by NIST judges, and adapted their annotation
scheme to suit our case. We labeled each sentence in
the documents both by topicality and sentiment ori-
entation.

We propose two approaches to classify the docu-
ment polarity with topical extracts. Both approaches
are based on sentence-level polarities. We contrast
their performance with that of a word-based classi-
fier. Our preliminary experiments have shown that
one of our approaches has better performance than
that of the word-based classifier using the original
posts on both topics. We also note that the word-
based approach performs better on the extract than
the original post on one topic, but has a lower average
accuracy on the other. This suggests that sentiment
classification on the topical extracts may indeed be
more accurate than on the original posts, but mod-
els based on the word-distributions may not work well
with the extracts. Pang extracted topical and subjec-
tive sentences with the minimum-cut algorithm and
Lloret used the SUMMA toolkit (Saggion 2008).

We describe our manual annotation process in Sec-
tion 3, and introduce the classification models in Sec-
tion 4. The implementation of the classification ex-
periments are detailed in Section 5. After that, we
conclude our work and provide an outlook into the
future work in Section 6.

2 Related Work

Sentiment classification, or opinion mining, can be
done at different levels of natural language structure.
Typically it is done at the document level (Turney
2002, Dave et al. 2003, Pang & Lee 2004, Das & Chen
2007). Turney (2002) extracted potentially opinion-
bearing phrases from the documents with a POS tag-
ger and calculated the sentiment orientation score for
each phrase. The averaged score of the phrases in a
document was used to classify the document as either
positive or negative. The voting model proposed in

this paper is similar to their work in that we used ac-
cumulated length of sentences of different polarities,
instead of phrase scores, as the indicators of document
polarities.

The most similar work to ours is McDonald et.al’s
cascaded model briefly described in (McDonald et al.
2007) , where sentence polarities are used to influence
the document level predictions. However, we use only
the topical extracts, while they use the whole docu-
ment; the sentence polarities are used jointly with
other features in their approach, while our approaches
are based solely on the sentence polarities. We also
note that their main focus is a structured model that
jointly predicts the document polarity and the sen-
tence polarities at once.

Another piece of work by Pang et al (Pang & Lee
2004) proposed a more fine-grained model which first
classifies the sentences by topicality and subjectivity
so that only the topical and opinionated portion of the
document is used for classification. Their approaches
achieved a classification accuracy comparable to that
on the original documents, and suggested that the
extracts were not only more concise, but also prob-
ably “cleaner“ representations of the intended polar-
ity. Our study also compared the performance on
extracts and original documents with a bag-of-words
model, but we extended our scope to more topics.
While Pang’s work was based on movie review data,
we tested our approaches on a data set on political
events and another data set relating to opinions to-
wards a public figure.

Another piece of relevant work that contrasts clas-
sification performance on extracts and full documents
is described in Lloret et.al’s (Lloret et al. 2010) paper
on the problem of rating-inference, which aims to as-
sign numeric rating numbers to the documents. This
is different from our work as the documents in our
study are associated with either positive or negative
label.

The voting model and the logistic regression model
proposed in this work employ sentence sentiment po-
larities to predict the document sentiment polarity.
While manual annotations are used in this pilot study,
automatic sentence-level classification techniques are
to be integrated into the proposed models in our fu-
ture work. Existing sentence-level studies include
subjectivity studies (Hatzivassiloglou &Wiebe 2000),
which only identifies whether a sentence is subjective;
and polarity classification (Hu & Liu 2004, Kim &
Hovy 2004, Nasukawa & Yi 2003, Popescu & Etzioni
2005, Khan et al. 2011), which predicts the sentiment
orientation (positive, negative, etc).

Overall, our work focuses on predicting document
polarities with regard to a user-given topic. And in-
stead of making use of an opinionated lexicon (Hu &
Liu 2004, Kim & Hovy 2004), our approach is based
on a higher-level linguistic construct and employs sen-
tence polarities.

There are several datasets (Wilson et al. 2005,
Pang & Lee 2004, Ku et al. 2007) labelled by senti-
ment orientation. Wilson and Wiebe (Wilson et al.
2005) conducted an annotation experiment at the
word- and phrase-level, and produced the MPQA
dataset. The annotation scheme they adopted is
rather fine-grained and captures the nested struc-
tures of the private states and speech events. The
articles in this dataset are from the world press and
are thus all news stories. Pang (Pang & Lee 2004)
built a sentence-level dataset to test their classifi-
cation model. All the sentences are extracted from
movie reviews and are labelled as either subjective or
objective. Ku (Ku et al. 2007) annotated news docu-
ments from the NTCIR collection over 32 topics, and
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assigned positive, negative or neutral to each sentence.
However, neither of the two data sets suffices for our
study. First, they are restricted to certain domains,
in which sentiment tends to be expressed in a more
constrained way compared to a collection with unre-
stricted topic domains. Second, the sentences in these
collections were not labelled by topicality. Therefore,
we annotated our own data sets as part of this work.

3 Addressing Topic Drift in Blogs

To address the topic drift in blogs, we need first to
examine how common this phenomenon is. This re-
quires the ability to judge whether or not each sen-
tence in the document is relevant to the given query.
While there are existing technologies to accurately
classify documents by topicality, it is much harder to
classify by topicality at the sentence level. Relevant
documents usually contain certain query terms about
the topic, but a relevant sentence may have no topical
term at all. For example,

• “Ok, here’s why this is stupid. 1) The menu ...
you can also get the information in the store, by
asking a McDonalds ... 2) ... “, extracted from
BLOG06-20051206-033-0009894627

• “... I love french fries and when I eat them, es-
pecially Mickey Ds, I feel all warm and fuzzy ...
Anyhow, french fries are my comfort food ...“

In the first example, the first sentence “Ok, here’s
why this is stupid.“ is relevant, but looking at that
sentence alone, it is impossible to tell what “this“
really is. One would have to read the text after this
sentence to link the comment to the brand McDonald.
Similarly, in the second example, a reader couldn’t
tell whether the “french fries“ is from McDonald un-
less the context of the sentence wherein the phrase
appeared has been examined.

We propose a simple annotation scheme to study
the topic drift phenomenon. The scheme can be de-
scribed as a set of rules, as explained below. We adopt
the topic descriptions provided in the TREC Blog 06
data set to judge whether a sentence is topical. The
descriptions for the two topics we used are shown in
Table 1, and all the following examples are extracted
from posts of topic 869, which is about “the cartoons
depicting the Muslim prophetMuhammad printed in a
Danish newspaper“.

3.1 Sentence Annotation Scheme

3.1.1 Topicality

A sentence is either topical or non-topical.

• A sentence that directly mentions the query topic
is considered topical.

A topical example:

They claim he’s racist, largely because he re-
ports stories like these: about appeasement in
Europe:The Danish newspaper Jyllands-Posten
recently published cartoons of Mohammed, and
Danish Muslims went crazy, rioting and threat-
ening the newspaper.

A non-topical example:

Little Green Footballs has interesting posts (but
the comments sections isn’t usually very edifying,
just so you know), but a lot of people don’t like
Charles Johnson, the host of the site.

• If it can be implied from the context that the
sentence is about the topic, the sentence should
also be considered topical. Both sentences before
and after the target sentence should be taken into
consideration.

“The UN is Appeasing Muslims - Again.“, fol-
lowed by “UN Concerned over Prophet Cartoons
by Ole Damkjaer...“

This sentence itself does not directly mention
the cartoons, but the word “appeasing“ actually
refers to the UN’s response to the cartoon inci-
dent, and is thus topical.

• A sentence that addresses more than one topic,
including the target topic, is still labelled as top-
ical.

“Fjordman, the Norwegian blogger (how sorely
his invaluable reports from Scandinavia will be
missed when he quits blogging next week) that ,
the , has over the 12 cartoons [see them ] de-
picting the prophet Muhammad which were pub-
lished in the Danish newspaper Jyllands-Posten
last September.“

This sentence is topical, although it also men-
tioned comments on Fjordman’s quit from blog-
ging.

• Sentences from quoted content are processed in
the same way as the sentences written by the
author.

“In a letter to the 56 member countries of the Or-
ganization of the Islamic Conference (OIC), she
states: “I understand your concerns and would
like to emphasize that I regret any statement or
act that could express a lack of respect for the re-
ligion of others“. ... the 56 Islamic governments
have asked Louise Arbour to raise the matter with
the Danish government “to help contain this en-
croachment on Islam, so the situation won“t get
out of control.“

This sentence is topical because “a lack of respect
for the religion of others“ refers to the cartoon
incident.

3.1.2 Sentiment Orientation

A topical sentence can have one of the four polari-
ties in our system: neutral, negative, mixed, positive.
The label unknown is automatically assigned to non-
topical sentences, since such sentences are discarded
in the classification models we proposed. The defini-
tion of the other four labels are the same as defined
in the TREC Blog track.

• The polarity of the opinion is evaluated with
regard to the query topic. If the sentence is
about multiple topics, only the relevant opinion
towards the target topic is considered when label-
ing. Opinions expressed in non-topical sentences
are not labeled, and the sentiment polarity of all
non-topical sentences is defaulted to unknown.

This is because our task is to find and classify
opinions targeted at a specific topic, therefore
the irrelevant sentences are not useful.

“Running a newspaper is a tough business these
days.“ This sentence is opinionated, but not on
the topic. We label it as unknown.

“While one cartoon was particularly offensive be-
cause it showed the prophet as wearing a turban
with a bomb attached to it, a great deal of the
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anger had to do with the mere depiction of the
prophet.“

This sentence is right on topic, and explicitly
showed negative opinion towards the cartoons:
“offensive“, thus labeled as negative.

• We do not identify the opinion holders. Whether
or not the opinion was expressed by the author
is not examined in the annotation process. In
fact, many posts quote statements from newspa-
pers and other media but not showing any opin-
ion of the author himself/herself. Ideally, only
the author’s opinions should be considered, as
most users seem to be more interested in the au-
thor’s opinions. Nonetheless, our sentence-level
annotation rules must be consistent with the
document-level annotations, which we adopted
from NIST annotators at the TREC conference.
In their annotation scheme, the holder of the
opinion was not taken into consideration. To be
consistent, we followed their scheme.

“In a letter to the 56 member countries of the Or-
ganization of the Islamic Conference (OIC), she
states: “I understand your concerns and would
like to emphasize that I regret any statement or
act that could express a lack of respect for the re-
ligion of others“. ... the 56 Islamic governments
have asked Louise Arbour to raise the matter with
the Danish government “to help contain this en-
croachment on Islam, so the situation won“t get
out of control.“

The quoted content bears negative opinion to-
ward the cartoons, though not expressed by the
author. We label this sentence as negative.

• When a sentence bears opinions towards a state-
ment which is related to the topic, we must take
the opinion expressed in that statement into con-
sideration.

“The Islamic governments have expressed satis-
faction with the reply from Louise Arbour.“

Since Louise Arbour holds negative opinions to-
wards the cartoons, the Islamic governments
holds negative opinions as well. Thus the sen-
tence is labeled as negative.

3.1.3 The Labeling Procedure

Two topics from the TREC Blog Track 2006 and 2007
tasks were used in the annotation. NIST annotators
have already labelled the documents by topicality as
well as sentiment polarity. We adopted the document-
level annotations made by NIST assessors. For our
study, we only used the posts labelled as 2 or 4, as
people are generally more interested in these opin-
ions rather than mixed and neutral. In order to reach
more reliable conclusions in the classification exper-
iments, we chose the topics which have a relatively
large number of posts with a reasonable length. We
used 300-words as the threshold for selecting posts,
and after filtering out the short posts, we chose only
the topics which have at least 50 posts in both the
negative and the positive classes. When building the
corpus for each topic, we sampled as many posts as
possible, while keeping the number of posts the same
in each class. The details of the topics are listed in
Table 1, and the steps we followed to build the col-
lection are explained below.

1. We extract the html section from the Blog06
collection, and run a preprocessing program to
keep only the original post and the replies of web
users. We save each post in a single document.

Table 2: Topic drift on the topics we used in the col-
lection

Topic Doc Neu Neg Mix Pos Drifted

869 14323 0.23% 7.19% 0.06% 6.16% 86.36%

903 12429 6.56% 3.23% 0.14% 6.68% 83.40%
1 Measured by # of characters and averaged over all documents
in the topic

2. For each post, we split the text into sentences.
We used a regex expression to perform this task.
Note however, there is some noise in the collec-
tion due to sloppy punctuation and therefore the
sentences were not perfectly segmented. There
are cases where multiple sentences are grouped
as one, and cases where a single sentence is mis-
takenly split into two. Nonetheless, this does not
significantly affect the accuracy of our classifica-
tion models, as such cases are rare, and none of
our models is based directly on the number of
sentences. More explanation follows in Section
4, when the classification models are introduced.

3. By default, each sentence was labelled as irrel-
evant, and the sentiment polarity is labelled as
Unknown.

4. The sentences and the posts were then uploaded
to a database. The labels that an annotator ap-
plied to the sentence were also kept in a database.

Our annotators were able to view the full post
when labelling each sentence, so that the context was
taken into consideration. The sentences were shown
according to the sequence they appeared in the blog
post, but the annotator could always move backwards
to change the labels made previously. As the task
itself was rather subjective, we did not provide a de-
tailed annotation guide. Instead, we showed the an-
notation rules on the side panel of the labeling inter-
face, as indicated by Figure 1, and allowed the anno-
tator to relate to their background knowledge when
making the judgement.

3.2 Results

With our manually annotated corpus we were able to
show some statistics on the phenomenon of topic drift.
Table 2 shows some statistical details about the two
topics. The drifting sentences constitutes as much as
86.36% and 83.40% on topic 869 and 903 accordingly.
The amount of the four types of sentences has been
normalized by the document length, and are shown
in averaged percentages over all documents in each
topic. It is also noteworthy that all documents in our
collection have drifting portions with regard to the
query.

The distribution of the sentences by sentiment po-
larity are shown in boxplots. Figure 2 shows the dis-
tribution of the sentences in the negative documents
of topic 869, Figure 3 shows the distribution of the
sentences in the positive documents of topic 869, and
Figure 4 shows the distribution of the sentences in
the negative documents of topic 903, and Figure 5
shows the distribution of the sentences in the positive
documents of topic 903. It can be seen from the four
graphs that sentences labeled as bearing mixed opin-
ions are quite rare on both topics. Neutral sentences,
on the other hand, have very different distributions
on the two topics in the collection. This is mainly
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Figure 1: The Labeling Interface

due to a rather special topic description: “Find opin-
ions worldwide to the cartoons depicting the Muslim
prophetMuhammad printed in a Danish newspaper.“
As the description specifically asks for opinionated
content, the annotator ignored most of the neutral
content. The amounts of positive and negative con-
tent have a rather strong correlation with the doc-
ument polarities on both topics, and particularly so
with topic 869.

In our data set every sentence has a sequence
number that identifies its position in the document.
With this information we are able to show the loca-
tions where subjective sentences appeared in the doc-
uments. We normalized the position by dividing the
sequence number by the total number of sentences in
each document, and plotted Figure 6 and 7 for topic
869 and 903 respectively. In the documents on both
topics the first 20% of the text is a highly probably
region where subjective sentences appear. The distri-
bution of subjective sentences in other portions of the
text varies significantly in the two topics.

4 Predicting Document Polarities

To tackle the problem of topic drift in the blogs we
propose to do sentiment classification on the topical
extracts. We validate the effectiveness of our ap-
proach by contrasting the performance on the full
posts with that on the extracts. Our baseline ap-
proach uses the Naive Bayes classifier, which is a
traditional classifer commonly used in text mining,
and treats the blog post as a whole in the clas-
sification process. Reasonable performance of this
model has been reported in existing literature (Pang
et al. 2002). Also, when comparing our proposed ap-
proaches with this baseline system our main objec-
tive is not to improve the document-level classifica-
tion models, but rather, to compare the performance
of classification on full posts with that on topical snip-
pets. For this purpose, this model is sufficient to val-
idate our hypothesis.

Unlike probabilistic classifiers such as Naive Bayes,
humans judge document polarities not by examining

the word distributions, but by aggregating the polar-
ities of sub-documental natural language structures.
Motivated by this, we explore models that simulate
this process. In this study we treat the sentence as the
basic opinion-bearing structure, and aim to predict
the document polarity by aggregating the sentence
polarities. Existing work (Hu & Liu 2004, Kim &
Hovy 2004, Nasukawa & Yi 2003, Popescu & Etzioni
2005, Khan et al. 2011) have shown that automatic
sentence-level prediction can be done at a reasonable
accuracy. Combined with our approach, it will then
be possible to predict the document polarity with a
reasonable performance. Such techniques are subject
to further study and are not the focus of this paper.
In our work we directly use the groud truth - human-
annotated sentence polarities, and propose two mod-
els: a voting model and a logistic regression model.

Although our techniques could be applied to multi-
class problems, in this paper we limit our scope to a
binary-class problem, i.e. we are only interested in
classifying documents bearing either positive or neg-
ative opinions. This decision is made primarily due
to the lack of documents in other classes.

4.1 The Word-based Approach

We adopted a simple Naive Bayes model similar to
the approach reported in Pang’s work (Pang et al.
2002). In this model, all of the words, aside from the
stop words, from the post are included as features.
Each document is represented as a vector consisting
of the tf-idf values of the symbols1, and ended with
the the class label.

−→
D = {tf · idfw1

, tf · idfw2
, ..., tf · idfwi

, class} (1)

where tf · idf is defined as,

tf · idf = tf(t, d)× log
|D|

|{d : t ∈ d}| (2)

1Here a symbol refers to any alphabetic token in the post, with-
out any filtering process by means of a dictionary. As such, incor-
rectly spelled words, as well as commonly used abbreviations on
the web (e.g. AFAIK, WTF, IMHO), are all included.
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Figure 2: Negative Documents in Topic 869
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Figure 3: Positive Documents in Topic 869
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Figure 4: Negative Documents in Topic 903
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Figure 5: Positive Documents in Topic 903

Here, tf(t, d) is the frequency of the term in the

document, and log |D|
|{d:t∈d}| is the number of docu-

ments containing the term inverted by the total num-
ber of documents in the collection.

In the training process, the prior probabilities
p(ti|C) of each term appearing in the documents of
each class are calculated. Then based on the Bayes
Theorem, we have

p(C|t1, ..., ti) = 1

Z
p(C)

n∏

i=1

p(ti|C) (3)

where Z is a scaling factor based on the vector
{t1, ..., ti}, and p(C) is the prior probablitiy of the
classes. In our experiment we adopted the implemen-
tation in the Weka data mining toolkit2.

4.2 The Voting Model

Intuitively, a document with a larger portion of
positive content is more likely to be positive than
negative. Motivated by this, we propose a voting
model that classifies the documents by comparing the

2http://www.cs.waikato.ac.nz/ml/weka/

amount of positive and negative contents in a docu-
ment. The rule is simple, the majority class in the
topical sentences is assigned to the document. The
polarity P (D) of a document D is given by,

P (D) =

{
positive if |Dpositive| >= |Dnegative|
negative if |Dpositive| < |Dnegative|

(4)
In measuring the amount of the contents |Dpositive|
and |Dnegative|, either the number of tokens or the
number of characters can be used. Experiment results
are shown in Section 6.

Intuitively this model is not perfect, due to the
subtlety of human language. It has been reported in
previous work by Pang, et.al (Pang et al. 2002) that a
specific problem by the name of thwarted exceptions
exists, where the author sets up a deliberate contrast
to his/her earlier discussion. In this case, our voting
model would fail, as despite of the fact that the doc-
ument may have more positive content, it should be
classified as negative. Measures to tackle this prob-
lem is subject to further study. Surprisingly however,
in our experiments we observed a significantly bet-
ter performance than other approaches on one of the
topics we used, and a slightly inferior performance on
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Figure 7: Positions of Subjective Sentences in Topic 903

the other topic.

4.3 The Logistic Regression Model

The logistic regression model describes the relation-
ship between one or more independent variables and
a binary response variable, expressed as a probability,
that has only two values, which matches our problem.
This model predicts the value of the response variable
with the logistic function,

f(z) =
ez

1 + ez
(5)

where f(z) represents the probability of an out-
come, and z is the input, whose value is determined by
the features. We use the accumulated lengths of sen-
tences with each different sentiment polarity as fea-
tures, and assume a linear relationship between the
features,

z(f1, ..., fi) =

n∑

i=0

xifi (6)

where x0 is the intercept of the linear function, and
f0 arbitrarily set to 1. In our experiments, only the
accumulated lengths of different types of sentences
were used as features, and the predicted class label
is given in the form of a probability value calculated
with f(z).

When we use all four types of the sentences, the
linear function is given in the follwoing form,

z(fi) = x0+xneufneu+xnegfneg+xmixfmix+xposfpos
(7)

where x0 is the intercept of the function, xneu is the
accumulated count of the tokens in neutral sentences,
xneg is the accumulated count of the tokens in nega-
tive sentences, xmix is the accumulated count of the
tokens in mixed sentences, xpos is the accumulated
count of the tokens in positve sentences.

5 The Classification Experiment

We conducted our experiments on the annotated col-
lection introduced in Section 3. All the documents we
used have been annotated by NIST assessors as top-
ical, and bearing either positive or negative opinion.

We use their sentiment polarity labels as the golden
standard for document polarities, and our sentiment-
level annotations as the gold standard for sentence
polarities. In this experiment, we only focus on a bi-
nary class problem, i.e. only documents labeled as ei-
ther positive or negative were used, and those labeled
as neutral or mixed were discarded. When construct-
ing the corpus we have also intentionally kept an even
class distribution.

The objective of this set of experiments is to vali-
date our hypothesis that we can achieve better classi-
fication performance on the extracted topical extracts
than on the original full posts. The steps below were
followed to carry out the experiments,

1. We first generated the topical snippet collection
by extracting the topical sentences, whose topi-
cality labels are Relevant, from the full posts.

2. Stop words and non-alphabetic symbols were
then removed from both collections. Words that
appear less than 3 times in the documents of each
class (either positive or negative) were also re-
moved for robustness, to be consistent with usual
data mining practice.

3. When classifying with the Naive Bayes classifier,
each blog post document were transformed into a
vector consisting of features which are computed
from statistical information of each term. In our
experiments we used the tf-idf values as features.

4. Five-fold cross validation was applied to evaluate
the performance of the all the approaches. Note
that the voting model we proposed is unsuper-
vised. However, by applying the cross validation
process we are thus able to compare the robust-
ness of this approach. We did not use ten-fold
cross validation mainly because we had only a
limited number of documents in the collection.

The experiment results are shown in Figure 8 and
Figure 9. With the word-based approaches full NB
and summ NB, significant improvement in the clas-
sification accuracy has been observed on the extract
data set of topic 869. On topic 903 however, the aver-
age accuracy dropped dramatically. This is probably
caused by the much smaller feature set (254 words)
for the extract data set compared to the full post
data set, which has 4067 features. Note though, this
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Figure 8: Classification on Topic 869
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Figure 9: Classification on Topic 903

drop in accuracy is not statistically significant, as is
shown in Figure 4. Considering the size of the topical
snippets is only 13.64% of the full post on 869 and
14.37% on 903, this system may still be favored in
a commercial setting. However, we cannot arrive at
the conclusion that the system based on topical snip-
pets has higher efficiency, as the computation cost of
snippet generation is subject to further study, and a
larger data set with more topics is needed to evaluate
how the system works in different domains.

For the voting model summ VM, we used the ac-
cumulated count of the tokens to evaluate the amount
of the positive and negative content. As mentioned in
Section 3.1, some noise were introduced when split-
ting the document into sentences, where either a
group of sentences were treated as one, or one sen-
tence was splitted into several. With our evaluation
measure, only the former case (a group of sentences
were treated as one) will affect the classification pro-
cess, in which case the amount of the content with
the labeled polarity will be inflated. Such cases are
quite rare in the collection. From Figure 8 and Fig-
ure 9 we can see that the voting model outperformed
the word-based model on both topics. However, as
is shown in Table 5, its improvement over the word-
based approach is not statistically significant on topic
869.

For the logistic regression model introduced in sec-
tion 4.3, we used the accumulated count of tokens in
each type of the sentences as features. The results
shown in Figure 8 and Figure 9 were based on only
two types of sentences, namely, positive and negative.
The performance of this approach is consistently bet-
ter than the performance of the approach that uses
the full post. Although preliminary, this result sug-
gests that the topical extracts are not only highly
abridged in size, but may also provide a more accu-
rate presentation of the opinions shown in the posts
towards the specific topic.

We have also experimented with all four types of
the sentences (neutral, negative, mixed and positive)
with the logistic regression model. Note that this ex-
periment was only applicable on topic 903, as docu-
ments with sentences labeled as mixed are too rare on
topic 869 to carry out five-fold cross-valiation. Inter-
estingly, we observed an accuracy of 75.72% with four

Table 3: Analysis of the linear function learnt

Fold x0 xneu xneg xmix xpos

1 0.4302 -0.0029 -0.0435 0.0399 0.0106

2 0.8287 -0.0065 -0.0444 0.2237 0.0135

3 0.4220 -0.0034 -0.0365 0.0364 0.0097

4 1.0508 -0.0066 -0.0812 -0.0463 0.0171

5 0.6475 -0.0004 -0.0400 0.0407 0.0056
1 The logistic regression model was trained with R a

ahttp://www.r-project.org/

Table 4: Statistical Significance Test (extract vs. full
post)

Topic NB VM LRM

869 0.00076 0.00083 0.00001

903 0.20470 0.08988 0.03371
1 The statistical significance test is done with Wilcoxon’s signed
rank test.

features but 76.88% with two features (using only pos-
itive and negative sentences). This suggests that sen-
tences labeled as mixed or neutral may not be useful
in identifying the document polarity. This is also re-
flected in the coefficients xi learnt in the five fold cross
validation process, as is shown in Table 3. Strong
correlation between positive sentences and positive
documents is observed, and negative sentences cor-
relates to negative documents; whereas the correla-
tion between the neutral sentences and the negative
documents is very weak, and no reliable correlation
between mixed sentences and the document polarity
is observed.

6 Conclusions and Future Work

In this paper we have studied the problem of topic
drift in blogs. By manual inspection of the blog posts
we observed a high level of topic drift, and hypothe-
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Table 5: Statistical Significance Test (the three ap-
proaches)

Topic NB vs. VM VM vs. LRM LRM vs. NB

869 0.57300 0.56690 0.79240

903 0.02797 0.80480 0.00470
1 The statistical significance test is done with Wilcoxon’s signed
rank test.

sised that classification on only the relevant portion
would be more efficient both in terms of accuracy and
efficiency. To validate this hypothesis, we have anno-
tated a small collection of posts from two topics at
the sentence level, thus able to produce manual topi-
cal extracts as ground truth. We should note that the
snippets for both topics are much smaller in size com-
pared to the full posts (13.64% for 869, and 14.37%
for 903).

We have proposed two cascaded models that build
upon the sentiment polarities of the topical sentences
to predict the document polarity. On both topics,
the logistic regression model has achieved higher ac-
curacies than what the word-based approach achieved
with the original blog posts. The voting model had
a similar performance but its improvement over the
word-based approach is not statistically significant.
Our preliminary experiments have confirmed our hy-
pothesis that classification on the topical extracts
may result in better accuracy, but also suggests that
approaches based on word-distribution may be less
robust than those based on sentence-level polarities
when using the extracts.

Our main contributions in this work are first the
sentence-level annotations, which could be used for
further analysis in the research community, and sen-
cond the new approaches to classify the document
polarity with sentiment polarities. Our future work
will focus on automating the sentence classification
process and expanding the data set, so that the effec-
tiveness of our models can be tested in a more robust
context.
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